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Abstract

Using appropriate training data is necessary to ro-
bustly recognize low-resolution characters by the subspace
method. Former learning methods used characters actu-
ally captured by a camera, which required the collection of
characters of all categories in various conditions. In this
paper, we propose a new learning method that generates
training data by a point spread function estimated before-
hand by captured images. This method is efficient, since it
eliminates collection of the training data. We confirmed its
usefulness by experiments.

1. Introduction

Technologies to recognize low-resolution characters
have gained attention in recent years for their potential ap-
plications to portable digital cameras. Recognizing docu-
ments with camera-equipped cellular phones is especially
of practical concern [1]. Various attempts have been carried
out on the recognition of printed characters on documents
[2], [3], [4]. However, few studies have focused on very
low-resolution characters captured by portable digital cam-
eras. Even with the improvements of digital cameras, the
characters in a captured image are still often small, when
the target documents contain many characters.

The purpose of this work is to devise a new method for
the efficient recognition of low-resolution characters using
the subspace method [5], [6]. Generally, training data are
collected from actual captured images. Since it is difficult
and unrealistic to collect character images of all categories
under various conditions, we propose a generative learning
method in which training data are generated automatically
from original character images. Since our goal is to rec-
ognize low-resolution characters, training data should be
generated in accordance with actual degradation. The out-
line of this generative learning method is as follows: First,
we estimate a point spread function (PSF) [7] of a camera

from captured images. Next, we generate degraded train-
ing data by applying PSF to the original character images.
This method is efficient, since it eliminates the collection of
training data of all categories from captured images. This
method is also suitable for the recognition of low-resolution
characters compared with a simple learning method that
only uses original character images without taking the ac-
tual degradation into consideration.

This paper is organized as follows: Section 2 describes
the degradation process of the captured characters and our
approach to simulate the degradation process. Section 3
describes the main idea of the generative learning method.
Section 4 describes the recognition steps using the subspace
method. Section 5 demonstrates the experimental results.
Section 6 concludes the paper.

2. Degradation process

Understanding the actual degradation process of a cap-
tured character image is crucial for a generative learning
method. A target character image is small and in low qual-
ity, which makes it difficult to recognize.

We divide the causes of character degradation into two
factors: (1) Optical blur is caused by a process where the
characters on a target document are projected onto CCD
sensors through a camera lens, and (2) resolution decline
is caused through the sampling process, where the char-
acter image is turned into a low-resolution digital image.
Besides, captured character images vary with every frame
even if captured from the same original image, since the
light quantities of each CCD sensor shift due to slight cam-
era vibration. Even such slight changes cannot be ignored
for low-resolution character recognition.

We propose two generation models based on these fac-
tors: optical blur and resolution decline. The first gener-
ation model copes only with the low-resolution factor. In
this model we generate training data by reducing the reso-
lution of the original character images. Font data on a com-
puter is used as the original image, based on the assumption
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Figure 1. Degradation factors.
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Figure 2. Flow of preparation for PSF estima-
tion.

that the characters to be recognized are printed. The sec-
ond generation model copes with both degradation factors
(low-resolution and optical blur). We generate training data
for this second model by applying PSF estimated from ac-
tual captured images (Section 3). We use the same camera
for both PSF estimation and recognition, and that enables
us to simulate degradation features peculiar to the camera.
In later sections, we discuss the effectiveness of these two
generation models by experiments, and also compare them
with a non-generative learning method in which none of the
degraded factors are included.

3. Generative learning

In this paper, we propose a learning method that learns
from artificially degraded training data. In the following
sections, we compare two models for generative learning.
The first generates training data only by reducing the res-
olution of the original images. For convenience, we call
this method “Generative learning method (type-A)”. The
second generates training data by applying estimated PSF
together with the reduction of the resolution. Similarly, we
call this “Generative learning method (type-B)”, whose flow
is shown in Figure 2 and 3. In this section we focus on gen-
erative learning method (type-B).
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Figure 3. Flow of generative learning method
based on PSF estimation.

3.1. Preparation for the PSF estimation

First we need to obtain images for PSF estimation. For
the original image, we printed some characters and ob-
tained degraded images for PSF estimation by capturing the
printed figure with a camera (Figure 2). We need to capture
a certain quantity of images for noise reduction.

Although PSF itself is independent from the original im-
age, an appropriate PSF cannot be acquired if it is com-
posed only of monotonous structural elements; an image
composed of various structural elements is more appropri-
ate as the original image for the PSF estimation.

3.2. PSF estimation

PSF is estimated from the original image and a number
of degraded images captured by a camera. Image degrada-
tion is represented as

g(x, y) = f(x, y) ∗ h(x, y) + n(x, y), (1)

where f is the original image, g is a degraded image, h
is PSF, and n is the noise function. This equation indi-
cates that a degraded image is generated by the convolution
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of the original image and PSF [8]. To obtain h, we apply
a two-dimensional fourier transformation to Equation 1 as
follows:

H(u, v) =
G(u, v)
F (u, v)

− N(u, v)
F (u, v)

, (2)

where noise component N is unknown. Since the captured
images contain a lot of noise, it is not possible to obtain an
appropriate PSF from a single image. Thus, this method
averages H(u, v) calculated from variously degraded im-
ages to restrain noise [9]. Assuming that we use k degraded
images Gi(u, v) (i = 1, · · · , k), averaged Ĥ(u, v) can be
calculated from multiple Hi(u, v) as

Ĥ(u, v) =
1
k

k∑
i=1

Hi(u, v)

=
1
k

k∑
i=1

Gi(u, v)
F (u, v)

− 1
k

k∑
i=1

Ni(u, v)
F (u, v)

. (3)

Since we consider that no relation exists among the noise
components of each image, consequently,

lim
k→∞

1
k

k∑
i=1

Ni(u, v)
F (u, v)

= 0. (4)

Thus, when k is large enough, Ĥ(u, v) can be approxi-
mated as

Ĥ(u, v) =
1

F (u, v)
1
k

k∑
i=1

Gi(u, v). (5)

PSF is obtained by the inverse Fourier transformation of
Ĥ(u, v).

Figures 4, 5, and 6 show the estimated PSF of each
camera (digital video camera, digital camera, and camera
equipped on cellular phone).

3.3. Generation of training data

Training data is generated with estimated PSF with vari-
ous degrees of degradation. Here we introduce degradation
parameter d to designate the degree of degradation. When
d = 0, the generated image is equivalent to the original im-
age, and when d = 1, the generated image is equivalent
to the convolution of the original image and estimated PSF.
We apply a PSF filter the size of (Rh + 1)× (Rh + 1) (See
Figure 7) that transforms the original image into a degraded
image. Each pixel of the training data is calculated using the
PSF filter expanded in proportion to degradation parameter
d as:
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Figure 4. PSF of digital video camera.
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Figure 5. PSF of digital camera.
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Figure 7. PSF filter.

g(p, q) =
∑

i=−Rh
2 ,···, Rh

2

j=− Rh
2 ,···, Rh

2

h(i, j)f
(Rf

Rg
(p−di),

Rf

Rg
(q−dj)

)
,

(6)
where

f : Original character image
g : Generated training image
h : Point spread function

Rf : Size of the original character image
Rg : Size of the training image
Rh : Size of the PSF filter

d : Degradation parameter.

3.4. Construction of a subspace

We construct a subspace that approximates the patterns
of characters. Now we have training data generated in ac-
cordance with the proposed generation model. All the train-
ing data are converted to a unit vector. The vectorized im-
age is represented as xm,n(m = 1, · · · , M, n = 1, · · · , N),
where M denotes the number of character categories and
N denotes the number of generated images per category.
Autocorrelation matrix Xm is represented as

Xm =
[
xm,1 · · · xm,N

][
xm,1 · · · xm,N

]t

. (7)

Next we calculate the eigenvalues and the eigenvectors
of this matrix Xm. The eigenvectors are sorted in order of
the magnitude of their corresponding eigenvalues, and we
use the largest L eigenvectors um,l (l = 1, · · · , L), where
generally L ≤ N . Some examples of the eigenvectors are
illustrated in Figure 8.

Figure 8. Top three eigenvectors.

4. Character recognition by the Subspace
method

The subspace method identifies target characters by
comparing similarity between a character and subspaces for
each category. Several studies have been conducted on the
recognition of low-resolution characters. The recognition
method, which uses multiple frames of video data, is pre-
sented by Yanadume et al. [12]. In this section, we describe
this method that recognizes characters captured by a digi-
tal video camera. The target character image is classified to
a category that marks the largest similarity with the image.
Similarity is calculated by projecting target images onto the
subspace for each category. According to Yanadume et al.,
integrating information from multi-frame images drastically
improves recognition accuracy. Since low-resolution char-
acters are difficult to recognize by themselves, various im-
age restoration methods have been proposed [8] – [11]. In
Yanadume et al.’s method, however, the target image does
not need to be restored since the information on the target
characters is obtained from multi-frame images. Given F
frames of the same character, and if the j-th vectorized tar-
get image is represented as yj , the similarity between the
target image and category m is defined as

sm =
F∑

j=1

L∑
l=1

(um,l · yj)
2, (8)

where um,l (l = 1, · · · , L) denotes the eigenvector of cat-
egory m. After calculating sm for all M categories, the
category that marks the largest similarity is accepted.

We employ this method in our work in the recognition
step.

5. Experiments

5.1. Learning methods

We compared the effectiveness of the proposed genera-
tive learning method with a method that only learns from the
original character images (non-generative learning method).
The details of these methods are as follows:

1. Non-generative learning method
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(a) Training data for non-generative learning method.

(b) Training data for generative learning method (type-A).

(c) Training data for generative learning method (type-B).

Figure 9. Training data for each learning
method.

The training data were the original character images
normalized in size to 32×32 pixels. We used one train-
ing data per category. Unlike the other learning meth-
ods, we evaluated the similarity between the training
data and a target image in recognition step; the simi-
larity was defined as the sum of squared inner products
between the two vectorized images.

2. Generative learning method (type-A)

The training data were low-resolution characters (8×8
to 32 × 32 pixels) generated from the original charac-
ter images by reducing resolution without using PSF.
We used 25 training data per category. The size of the
training images was normalized to 32 × 32 pixels. We
calculated the eigenvectors from the training data and
used them with the ten highest ranks for recognition.

3. Generative learning method (type-B)

The training data were generated with the estimated
PSF, as described in Section 3. First, we captured
the degraded images for PSF estimation with a digital
video camera (DV camera) and a digital camera (DC)
at a distance of 70 cm and with a camera-equipped cel-
lular phone (phone camera) at a distance of 20 cm.
Second, we estimated the PSF of each camera from
these captured images. Third, we generated training
data. The size of the original character image was
128 × 128 pixels, and the size of the generated image
was set to 32 × 32 pixels. We generated the training
data by changing degradation parameter d from 0.05 to
1.00 by 20 steps. We calculated the eigenvectors from
the training data and used them with the ten highest
ranks for recognition.

Table 1. Size of characters (DV camera, DC).

distance 22 cm 35 cm 50 cm 60 cm 70 cm
DV 16 × 16 10 × 10 7 × 7 6 × 6 5 × 5
DC 17 × 17 13 × 13 10 × 10 9 × 9 8 × 8

Table 2. Size of characters (Phone camera).

distance 20 cm 32 cm
Phone 7 × 7 5 × 5

Several samples of training data for each learning
method are shown in Figure 8.

5.2. Test data

We captured images containing 62 characters (A - Z, a -
z, 0 - 9) with a DV camera, a DC, and a phone camera. Each
character was printed with an alphanumeric ‘Century’ font.
The original size of the character on the target documents
was approximately 1 × 1 cm. We automatically segmented
the characters from the captured images. The segmented
area was the smallest square that included the whole char-
acter; Tables 1 and 2 show the relations between camera
distance and the average size of the test data. After segmen-
tation, we normalized the size of all characters to 32 × 32
pixels. Figures 10, 11 and 12 shows some examples of the
test data.

5.3. Experimental results

Figures 13, 14, and 15 show the experimental results for
each camera. The test data consisted of 62 letters: upper-
case characters (A - Z), lowercase characters (a - z), and
numbers (0 - 9). We calculated the recognition rate of these
62 letters using ten successive frames in the video and aver-
aged the recognition rates obtained from 50 video data, as
described in Section 4.

5.4. Discussion

Experimental results showed the effectiveness of the
generative learning method for low-resolution characters.
Generative learning methods (types A and B) exhibited high
recognition rates compared with the non-generative learn-
ing method. This was peculiar for extremely low-resolution
characters whose size was below 10 × 10 pixels, since
the eigenvectors calculated from the degraded training data
coped with the degradation. This result shows the effective-
ness of generating artificially degraded training data.
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distance : 22 cm
size : 16 × 16

distance : 35 cm
size : 10 × 10
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size : 7 × 7
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Figure 10. Test data captured with DV camera.

distance : 22 cm
size : 17 × 17

distance : 35 cm
size : 13 × 13
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Figure 11. Test data captured with DC.

distance : 20 cm
size : 9 × 9

distance : 32 cm
size : 5 × 5

Figure 12. Test data captured with phone cam-
era.
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Figure 13. Recognition results (DV camera).
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Figure 14. Recognition results (DC).
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Figure 15. Recognition results (Phone cam-
era).
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The recognition rates of generative learning method
types A and B were almost comparable where the size of
the target characters were over 10× 10 pixels. But the gen-
erative learning method (type-B) marked higher recognition
rates for low-resolution characters. Results of experiments
using a digital camera indicated the comparative robustness
of generative learning method (type-B) while the recogni-
tion rates of other methods suddenly dropped in propor-
tion to camera distance, indicating that generative learning
method (type-B) is robust to the influence of optical blur.
The shape of PSF estimated by a digital camera (Fig. 5)
shows from its smooth waveshape that images captured by
a digital camera are affected by optical blur. These exper-
imental results showed that a generative learning method
using estimated PSF is suitable for severely degraded and
low-resolution characters.

6. Conclusion

In this paper, we proposed a learning method for the effi-
cient recognition of low-quality characters. We proposed a
generative learning method that artificially generates train-
ing data instead of collecting them from actual captured im-
ages. We applied a generative learning method with PSF
estimated from captured images and examined the effective-
ness of the method by experiments with three types of cam-
eras. A generative learning method based on PSF proved to
be efficient for our purposes.
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