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Abstract

This paper proposes a method for estimating the hu-

man performance of pedestrian detectability from in-

vehicle camera images in order to warn a driver of the

positions of pedestrians in an appropriate timing. By

introducing features related to visual search and mo-

tion of the target, the proposed method estimates the

detectability of pedestrians accurately. Support Vec-

tor Regression (SVR) is used to estimate the detectabil-

ity. Here, SVR is trained using features calculated by

the proposed method with the ground truth obtained

through experiments with human subjects. From exper-

iments using in-vehicle camera images, we confirmed

that the proposed features were effective to estimate the

detectability of pedestrians.

1. Introduction

In recent years, driving safety support systems are

becoming important to prevent car accidents. One of the

most important functions of such systems is to warn a

driver of the positions of pedestrians by making a sound

or indicating on a head-up display. Figure 1 shows an

illustration of a driver’s vision with two pedestrians that

have different detectabilities. As can be seen in the im-

age, since pedestrian A can be observed in a large size

at the center of the image, it seems that it is easy to be

detected by a driver. In contrast, it seems to be difficult

to detect pedestrian B due to its small size and com-

plex background. Since the driver may not be able to

detect pedestrian B, he/she cannot cope with a sudden

action of the pedestrian B. From these points of view, it

can be considered that warning systems based on the de-

Figure 1. Examples of various appear-

ances of pedestrians.

tectability of the pedestrian will be important. However,

over-warnings may decrease the concentration of the

driver. Therefore, it is important to develop a method

to select appropriate information for driving and to pro-

vide them to a driver. In this paper, to provide useful

information that is important to prevent collisions with

pedestrians, we focus on the detectability estimation of

a pedestrian from in-vehicle camera images.

Several research groups have proposed methods for

estimating the detectability (or the visibility) of pedes-

trians, traffic signals and traffic signs [3, 4, 6]. Kimura

et al. proposed a method for estimating the visibility of

traffic signals by evaluating the contrast of image fea-

tures between a traffic signal and its surroundings [6].

Doman et al. extended this idea to the estimation of

traffic signs [3]. Engel et al. proposed a method for es-

timating the detectability of pedestrians from a still im-

age [4]. In this research, the detectability of pedestrians

was estimated by Support Vector Regression (SVR) [1]

using several types of image features extracted from a
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still image. To obtain the ground truth of the detectabil-

ity of pedestrians, they conducted experiments with hu-

man subjects. First, an in-vehicle camera image was

displayed for an instant to each human subject, and they

were asked the positions of pedestrians that can be seen

in the image. Finally, the detectability of each pedes-

trian was computed as the percentage of pedestrian de-

tected by human subjects. However, all of the above

methods used still images for estimating the detectabil-

ity (or the visibility) of targets, but the use of motion

features have not been considered. In addition, although

the detection of the targets by drivers is strongly related

to the task of visual search, this was not considered ei-

ther.

Therefore, this paper proposes a method for esti-
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2.1.2 Motion feature

The motion of a target is one of the factors to enhance its

detectability. Therefore, the proposed method extracts

motion feature Mflow from an image sequence. First,

optical flows are extracted from both pedestrian and its

surrounding regions. Then, a histogram of optical flows

inside each region is calculated. Finally, Mflow is cal-

culated as a histogram intersection between the two his-

tograms.

2.1.3 Contrast features

Kimura et al. reported that the contrast between a target

and its surroundings is one of the key factor to affect the

visibility of traffic signals [6]. Based on this idea, the

proposed method extracts several types of contrast fea-

tures from an in-vehicle camera image, and uses them

for evaluating the detectability of pedestrians.

At first, the proposed method computes four image

features from an in-vehicle camera image directly, such

as the difference of luminances Clum, the difference of

the standard deviation of luminances Cstd(lum), the dis-

tance in L*a*b* color space Ccolor, and the difference

of edge strength Cedge. Next, the histogram intersection

is computed. Here, color histogram Chist(color), and

Histogram of Oriented Gradients (HOG) Chist(HOG) are

used. Finally, the contrast in frequency domain is com-

puted. The difference of amplitude spectrum Cfreq is

used as the contrast feature.

2.1.4 Other features

In addition to the features described above, the pro-

posed method computes the following six features.

Three features related to a pedestrian are computed,

which are the number of pedestrians Onum, the area of

a pedestrian Oarea, and the aspect ratio of a bounding

box of a pedestrian Oasp. Also, the proposed method

computes the distance between the initial eye position c

and the target p as Od(p, c), and the distance between

the target p and its closest pedestrian p
′ as Od(p, p′). In

addition, the difference of brightness between the target

and the surroundings of the initial eye position is com-

puted as Olum(p and c).

2.2. Estimation of detectability

In the learning stage, parameters for the SVR are

trained by using the features described in section 2.1. In

the estimation stage, the same image features are calcu-

lated from an image sequence, and the detectability of

a pedestrian is calculated by using the SVR constructed

Table 1. Acuracy of the constructed SVR
and the importance of image feature.

# of features Removed Accuracy

(After removal) feature R
2 Error

16 — 0.276 0.240

15 Cfreq 0.299 0.236

14 Cedge 0.302 0.235

13 Olum(p and c) 0.298 0.235

12 Clum 0.299 0.234

11 Ccolor 0.305 0.233

10 Chist(HOG) 0.316 0.231

9 Oa4959(O)1 403.128 577.8 Td
[(a)0.34.7 5616.27 m
3971.57 5735.88 l
S
q
10 0 0 10 0 0 cm BT
/R27 9.96264 Tf
1 0 0 1 403.128 565.209 Tm
[(O)0.127429]T47 627.894 Tm
[(0)0.431299ET
Q
429]01299(.)-0.235254(3)38 Tf
8.2235254(3)0.43129299]TJ
ET
Q
4998.38 5735.79 m
4998.38 5862.24 l
S
q
10 0 0 m
3971.57 57
/R10 9.96264 Tf
1 0 0 1 505.818 5 BT
/R27 254(2)0.431299(3)0.4362(6)02

9
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Figure 4. The procedure to evaluate the detectability by a human subject. (s) indicates the
subject’s action.

timating the detectability. First of all, we constructed a

feature pool containing N (N = 15) features described

in section 2.1. Next, SVR was trained by using N − 1
features (one feature removed from the pool). N types

of SVR were trained by changing the feature removed

from the pool. In this step, we obtained a SVR that has

the maximum R
2 evaluated by

R
2 = 1−

∑
i
(yi − fi)

2

∑
i
(yi − ȳ)

2
, (1)

where fi is the output of the SVR, yi is the detectability

of a target, and ȳ is the average of yi. Then, we removed

the feature not included in the construction of this SVR.

By repeating this process, we evaluated the importance

of each feature. That is, important features remain in

the pool until the end of this procedure.

Table 1 shows the result of this experiment. Features

Mflow, Dnum, and Ddist proposed in this paper are

used for constructing an SVR whose R
2 is maximized.

From this result, we concluded that visual search and

motion features are effective to estimate the detectabil-

ity of pedestrians. In our future work, we will investigae

other features to improve the accuracy.

4. Conclusions

This paper proposed a method for estimating the hu-

man performance of pedestrian detectability from in-

vehicle camera images in order to warn a driver of the

positions of pedestrians appropriately. To improve the

accuracy, the proposed method introduced features re-

lated to visual search and the motion of the target, and

SVR was used to estimate the detectability of pedes-

trians. To evaluate the performance, the ground truth

of the detectability was obtained through an experiment

with human subjects. Then, we evaluated the effective-

ness and the importance of features proposed in this

paper. Experimental results showed that the proposed

features were effective to estimate the detectability of

pedestrians. Future works include: (i) investigation of

features related to scene context, and (ii) evaluation by

applying the method to many more cases.
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