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Abstract— We introduce a method that uses a single camera
to localize a vehicle within a pre-constructed map consisting
of a voxel occupancy grid and road-line marker positions.
Sophisticated mapping hardware is capable of creating high-
accuracy 3D maps of road environments, but localizing a vehicle
within such maps is one of the challenges at the forefront
of automated driving. A solution which is robust to dynamic
environments, while using only inexpensive sensors, is a difficult
problem. In addition, maps that enable precise localization
consume a lot of data which is impractical for the expansive
environments encountered in real-world road networks. We
show how using the area of edge regions shared between
rendered views of a compact voxel map and in-vehicle camera
images can be coupled with non-linear optimization methods
to determine the camera position and pose.

I. INTRODUCTION

Vehicle self-localization is an increasingly important area
of research, as we move towards fully autonomous driving
systems. There are many approaches that aim to overcome
the problem of ego-localization within a given map, each
with their own sensor requirements and mapping tech-
niques. For automotive localization, Global Positioning Sys-
tem (GPS) receivers are commonplace in navigation prod-
ucts. Aside from very expensive Real-Time Kinematic (RTK)
systems, consumer GPS are not particularly accurate and can
suffer from large errors when satellite signals are blocked or
reflected off buildings and road infrastructure.

For more reliable localization, there are many combina-
tions of sensors and mapping methodologies that can be
applied. Important considerations for automotive localiza-
tion systems include the cost and simplicity of the sensors
used in localization, and the size and complexity of the
required map. A single forward-facing camera provides an
obvious choice as a readily available sensor, but creating
a compact map which allows reliable visual localization is
a challenge. Traditional methods include matching features
extracted from images to create a feature-based map [1],
[2], and image databases that use direct visual similarity
to determine the camera’s location [3], [4]. The increasing
availability of inexpensive parallel processing power in GPUs
has led to a number of direct localization techniques that
render a dense 3D map for direct appearance comparison
with input camera images [5]–[7]. In the field of medical
imaging, a similar concept is used for the pose estimation of
flexible endoscopes in surgical navigation [8], where renders
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of 3D scans are used for registration of endoscope images.
Direct localization methods generally require a high level of
detail in the rendering process, with dense 3D models leading
to large database sizes.

Our approach employs direct localization techniques, but
we base our solution around a compact map which con-
tains much less information than most of the state-of-the-
art methods. We use a map created by HERE [9] which
contains a series of points representing corners of voxels
that make up a coarse occupancy grid. The map provides no
color or texture information, so common techniques that use
joint image entropies can not be easily applied to the image
registration problem. Instead, we apply an image gradient-
based objective function that is minimized where mutual
edges exist between rendered and real camera images. We
then use a non-linear Levenberg-Marquardt [10] optimization
to determine the camera pose within the map. The proposed
system does not use lighting in the map rendering, and only
mutual edges are included in the cost function, allowing
camera localization which is robust to the lighting changes
and occlusions typically found in traffic environments. Our
main contributions can be summarized as follows:

1) We use a compact, texture-less sparse voxel map for
rendering map scenes in order to perform localization
with a monocular camera.

2) We employ a novel objective function that measures
scene similarity based on the area of overlapping edge
regions, formulated in a way that enables image com-
parison across a change in image modality. We also
show how the partial derivatives of this function can
be derived, allowing alignment of rendered voxel map
images to real camera images within a least squares
optimization framework.

This paper is organized as follows. In Section II we
discuss research that is related to our approach. In Section III
we briefly summarize the data and present the problem
formulation. We outline our proposed method in Section IV
and present the corresponding results in Section V. Following
a discussion of the methods and results in Section VI, we
conclude the paper in Section VII.

II. RELATED WORK

Vision-based automotive localization research is often ap-
proached in a similar way to Simultaneous Localization and
Mapping (SLAM) [11]. Many popular SLAM methods use
repeatable feature points and descriptors, usually based on
the original Scale Invariant Feature Transform (SIFT) [12].
Gradient histograms of local patches at extracted feature
points are used to create descriptors that can be repeatably
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matched from different viewpoints, even with some changes
in illumination. In SLAM, dense collections of feature points
have been effective for small environments [13], and con-
ceptually similar methods have been extended to the more
expansive maps of automotive localization [1]. Feature-based
methods may require many features for accurate pose estima-
tion, since they use geometric constraints between matched
features to calculate pose. Therefore, these databases can
become very large. Even the best feature extractors and
descriptors have limitations in terms of robustness to affine
transformations and illumination changes.

Other visual localization techniques do not explicitly per-
form pose estimation and instead find the most similar image
to the current query image within a database of pre-captured
images. The image similarity metric can be determined using
the Euclidean distance of dimension reduced images [14], or
a low bit-rate image sequence instead of single images [4].
Features can also be used in these methods, by comparing
matched feature descriptor similarity [15], or feature scale
changes [2]. Image similarity methods are suitable for the
predominantly linear motion of the automotive localization
problem, but accuracy is limited by database density. Image
databases with small image or image descriptor spacing
become very large.

A natural extension of image matching methods is to
generate database images using a 3D prior map, allowing
any potential view within the map to be rendered. Such
maps can be created using LiDAR scanners and calibrated
cameras, giving textured photo realistic maps [7], or LiDAR
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Fig. 2. An overview of the process of the proposed method.

where ρ(Ī , I(r)) defines the similarity metric. Typical sim-
ilarity metrics, such as pixel-wise SSD and NID, are mini-
mized when the real and rendered images are aligned.

The voxel map used in this paper has no texture informa-
tion, so the voxels are rendered as a depth map, with the
color of each vertex encoding the distance to the camera.
The lack of texture and sparse nature of the rendered voxel
map, as well as the change in modality between the real
and rendered images, make this optimization problem poorly
suited to metrics such as SSD and NID.

IV. PROPOSED METHOD

The proposed method performs a least squares optimiza-
tion to determine camera pose, employing an objective
function which measures the edge overlap of rendered and
real images. An overview of the process for localizing an
input image is shown in Fig. 2. The method for determining
image similarity from mutual edge area is presented in Fig. 3.

In the subsequent sections, we describe the main process
of the proposed method, which can be summarized as A) ob-
jective function formulation, B) optimization framework, and
C) localization procedure.

A. Objective Function Formulation

The objective function must provide robustness to noise
and a wide convergence basin. It can be observed from visual
comparison of the real and rendered images that the majority
of shared information lies in the mutual edge areas. However,
where most objective functions use some kind of pixel-wise
subtraction, the predominantly empty nature of the voxel map
renders will provide a poor similarity metric. By combining
these two observations, we propose a per-pixel multiplication
of rendered and real camera images, as shown in Fig. 3.

We employ the Canny [19] operator to generate edge
images for both the rendered and real camera images. The
resulting objective function is as follows:

G(r) =

 ∑
x∈Ī;I(r)

Q(Ī) ◦Q(I(r))

−1

, (2)

where x = [u, v]
T

denotes pixel location, and Q(•) is the
Canny operator followed by a Gaussian blur over the entire

Input image Rendered voxel map image
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Fig. 3. The process for determining image similarity between camera
images and voxel map renders, which is used by the mutual edge area
objective function of the proposed method.

image. Note that we have to use the inverse of the sum
rather than the inverse of individual elements to prevent
division by zero. Strictly speaking, we could maximize
G(r) instead of minimizing G(r)−1, but for implementation
using optimization libraries, and for comparison with other
minimization cost functions, we use the inverse function. The
resulting objective function produces a clear minimum across
the pose parameters, as shown in Fig. 4 (a) and (b).

B. Optimization Framework

The search space for the optimal parametrization that
minimizes Eq. (2) covers six degrees of freedom, making
it a problem that requires solving with an optimization
method. While the proposed objective function could be
used within any optimizer, we use the Ceres solver [20]
implementation of the Levenberg-Marquardt [10] non-linear
solver. Optimization methods usually use either gradient
descent or Gauss-Newton to determine the parameters for the
next iteration, which require the calculation of the Jacobian
matrix. While the Ceres solver provides numeric differenti-
ation, this is error prone and computationally intensive, so
analytic derivation of the Jacobian matrix is desirable. The
derivative of Eq. (2) requires differentiation of the similarity
metric, which we proceed with using the product rule as
follows:

∂(Q(Ī)Q(I(r)))

∂r
= Q(Ī)

∂Q(I(r))

∂r
+Q(I(r))

∂Q(Ī)

∂r
. (3)
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Fig. 4. The objective function of a sample image over (a) translational, and (b) rotational displacements of the rendered image camera position. The
respective derived partial derivatives are shown in (c) and (d).

Here we note that the right-hand side of the sum in Eq. (3)
can be removed, since the virtual camera parameters have
no affect on Q(Ī). Proceeding with the chain rule:

∂(Q(Ī)Q(I(r)))

∂r
= Q(Ī)

∂Q(I(r))

∂x

∂x

∂r
. (4)

Now we can determine @Q(I(r))
@x , which is the gradient image

of Q(I(r)), and @x
@r , which is the image plane velocity of

a pixel relative to the velocity of camera motion. This is
commonly used in visual servoing applications and is known
as the Image Jacobian. We present it here, and leave the
derivation to the relevant literature [21]:

∂x

∂r
=

[
− �
Z 0 u

Z
uv
�

−�2−u2

� v

0 − �
Z

v
Z

�2+v2

� −uv
� −u

]
, (5)

where λ is the focal length of the camera in pixels. Note that
Eq. (5) contains Z, which is supplied directly for each pixel
from the rendering of I(r) as a depth image. In the rendering
process, the depth is provided within the vertex shader and
passed to the fragment shader. An alternative would be to
use the Z-buffer supplied by OpenGL, and replace λ in
Eq. (5) with 1.0 since the Z-buffer is in normalized virtual
camera space. In either case, we will face a problem using
the depth image to retrieve Z values for each pixel, as we
have performed a Gaussian convolution on the edge images.
Therefore, the non-negative pixel values of Q(I(r)) bleed
past the areas that we have Z values for, resulting in an
offset being introduced to the objective function derivatives.
We overcome this by recognizing that convolved pixel areas
of Q(I(r)) are at the same depth as the edge itself. Therefore
we can simply dilate the depth image I(r) using the same
kernel size as the Gaussian kernel used by Q, and use the
dilated version to determine each pixel’s Z value.

We can now determine the Jacobian matrix of the objective
function, J by summing over all pixels and applying the
reciprocal rule to the complete equation, giving:

J =

 ∑
x∈Ī;I(r)

Q(Ī)
∂Q(I(r))

∂x

∂x

∂r

G(r)2. (6)

This is in a form that can be directly used by a gradient-
based optimizer. We calculate approximations of the gradient
images @Q(I(r))

@x using the Scharr operator [22]. Fig. 4 (c)
and (d) show the objective function derivatives for a sample
image. The graphs show that all of the derived partial
derivatives clearly pass through zero around the ground-truth
pose, providing a stable optimization pathway. One point
to note is that the Z direction partial derivative and cost
function are the least sharply defined. This is the direction
of the camera’s optical axis, and when we consider typical
highway scenes, the reason for this becomes apparent. Most
of the scene structure from the voxel map is distant, so
transformation in the Z direction does not significantly alter
the rendered scene. Closer areas, such as lane markers and
road boundaries, are usually parallel with the direction of
motion. This would be less of an issue for city areas, where
there are usually more structures close to the camera. In
the highway environment of the HERE dataset, it causes
a low longitudinal localization accuracy which must be
compensated for by using odometry data to supply translation
distance.

C. Localization Procedure

The position estimates of the optimization process are used
as inputs to a Bayesian localization framework. For the first
input image, position is initialized using the GPS receiver
data supplied with the images. The camera yaw, pitch, and
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Fig. 5. Localization error of the tested systems, displayed as the percentage
of results below each error threshold.

roll are initialized by finding the road-lane direction at the
estimated camera position, based on the road-lane marker
data in the map. All six camera parameters are incorporated
into a second-order Kalman filter. With each new input
image, the prediction stage of the filter estimates the next
values of the camera parameters, which are then used as
initial values for the visual optimization described above
in Section IV-B. The covariances estimated by the Kalman
filter are used to construct a bounding region two standard
deviations wide for parameter optimization. The output of the
optimization step provides the measurement update stage of
the filter, with covariance estimates supplied by the Ceres
solver. The filter then returns state estimates for all camera
parameters of the input image.

The shallow cost function basin of the objective function
of Eq. (2) in the Z direction provides a challenge for the
optimizer, causing substantial drift in the position estimate
along the direction of travel. We include an estimate of
the scalar vehicle speed into the measurement update to
overcome this. The speed estimate does not have to be highly
accurate. A consumer grade GPS, or odometry hardware is
sufficient to reduce drift. While the measurement noise of
GPS speed estimates can generally be approximated by a
normal distribution, the noise distribution of the sensor used
would have to be considered for use with the Kalman filter.

V. EVALUATION

To test the effectiveness of the proposed method, we
performed localization of input images along using a 300 m
section of the HERE dataset. The ground-truth data only
provides capture locations, so we were unable to verify the
optimization of Euler angles in the pose estimates except
by visual inspection of each frame. However, the location of
the camera is of interest, and angular pose estimation is only
necessary for the optimization process.

We performed the localization process with a variety of
vehicle speed inputs:
• No speed estimate input. Localization was performed

with visual updates only.
• Vehicle speed estimated from GPS receiver.
• Vehicle speed estimated from the ground-truth positions

with some normally distributed noise added, to simulate
the kind of data that would be obtained from a normal
vehicle speedometer.

TABLE I
LOCALIZATION RESULTS.

Method Avg. abs.
error [m]

Standard
deviation [m]

Max.
error [m]

Filtered GPS only* 5.13 3.05 9.05

Proposed, no speed
estimate 2.08 1.65 5.17

Proposed, GPS speed
estimate 0.22 0.14 0.55

Proposed, ground-truth
speed estimate† 0.11 0.05 0.21

*Consumer GPS readings filtered with a Kalman filter
†Ground-truth data used to simulate typical odometry sensor accuracy

The scalar speed value from the GPS data was calculated by
averaging inaccurate GPS point motion. If a GPS satellite
speed reading is available, this would be a much more
suitable input, as GPS speed accuracy tends to be an order
of magnitude superior to positional readings, even for in-
expensive receivers [23]. The vehicle speed calculated from
ground-truth data is included to indicate the potential level
of localization accuracy when using a more accurate speed
estimate, for example from wheel sensors.

The localization results are shown in Fig. 5 and Table I.
Visual inspection of the camera images and corresponding
rendered views shows that the majority of the localization
error comes from longitudinal position estimate errors, and
lateral alignment is very effective. Even when incorporating
speed, longitudinal drift occurs if there are limited close-by
road structures. Although not used in this experiment, the
coarse GPS position measurements supplied in the dataset
may also be able to be incorporated to reduce drift; however,
because of the large biases observed (more than 30 m in
places), careful application is necessary.

VI. DISCUSSION

In this section we discuss the performance of the proposed
method and identify areas for improvement.

The proposed system could resolve the viewing direction
of the camera and lateral offset within the road-lane very
well, but struggled with fine-grained longitudinal positioning
in areas of the map where image edges were mostly parallel
to the direction of motion. Using the localization method
without a vehicle speed estimate resulted in the accumulation
of longitudinal drift. Although Fig. 5 and Table I show
that best localization accuracy was achieved when using a
more precise vehicle speed estimate, even a rough estimate
generated from noisy GPS receiver readings was sufficient
to largely overcome this problem.

While optimization performance was surprisingly good
given the limited information provided by the voxel renders,
there are a few issues with the method. Initialization and
parameter filtering before optimization are very important,
as local minima are frequent. While convergence into local
minima can be reduced by maintaining filtered parameter
estimates, as we described in Section V, drift is still an
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apparent problem. Long sections of self-similar road may
cause longitudinal drift which is difficult to recover from.
Combining with other sensors such as GPS may be the
only solution to this issue when using such voxel maps. In
addition, localization performance could likely be improved
by combining optimization over multiple frames [24].

One important aspect of the localization method which
was not considered in this research is the run-time. The
current implementation as tested is not real-time, with the
optimization for each input image taking in the order of
10 sec./frame on our test machine. We used a standard
desktop computer running Linux with an Ivybridge i7 Intel
processor and 16 GB of RAM, with on-board graphics. Our
implementation included no particular multi-threading or op-
timization, as it is presented here as a proof of concept rather
than a complete solution. Based on the performance of more
complex direct localization methods, real-time localization
should be achievable with optimization and more powerful
dedicated graphics hardware. The main performance bot-
tleneck is in the Jacobian calculations, taking on average
80% of the optimization time. The Jacobian calculations
were completely performed on the CPU. The other major
computational bottleneck is the voxel map image rendering
process, which again would be significantly speeded-up by
using a dedicated GPU.

The map used by the method described in this paper is very
compact. The voxel data, stored in JSON format, occupies
less than 180 MB/km. Dense feature point maps or textured
3D maps contain much more data so are more difficult to
store or stream for expansive environments.

VII. CONCLUSION

In this paper, we proposed an automotive localization
method which employs a lightweight voxel map for direct
visual camera pose estimation. The objective function for use
within a non-linear optimizer leverages mutual edge areas of
images from the rendered voxel map and in-vehicle camera
images. Derivations for the analytical derivatives of the
objective function were explored for efficient optimization
with the Levenberg-Marquardt method.

The results of the proposed method show that even with
the relatively small amounts of information contained in
a coarse voxel map, direct visual localization is not only
possible but accuracy levels that could be sufficient for many
automated driving tasks are achievable. We plan to further
this work to enable real-time operation through optimized
implementation and hardware, and also investigate methods
to provide robust localization over long stretches of road
without drift.
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