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Abstract—In this paper, we propose Object Manifold Embed-
ding GAN (Ω-GAN) to generate images of variously shaped and
arbitrarily posed objects from a noise variable sampled from a
distribution defined over the pose and the shape manifolds in
a vector space. We introduce Parametric Manifold Sampling to
sample noise variables from a distribution over the pose manifold
to conditionally generate object images in arbitrary poses by
tuning the pose parameter. We also introduce Object Identity
Loss for clearly disentangling the pose and shape parameters,
which allows us to maintain the shape of the object instance
when only the pose parameter is changed. Through evaluation,
we confirmed that the proposed Ω-GAN could generate variously
shaped object images in arbitrary poses by changing the pose and
shape parameters independently. We also introduce an applica-
tion of the proposed method for object pose estimation, through
which we confirmed that the object poses in the generated images
are accurate.

I. INTRODUCTION

In the computer vision field, Generative Adversarial Nets
(GAN) [1], which can generate unseen realistic data from
noise variables sampled from a low-dimensional distribution
by using Deep Neural Networks, is currently receiving con-
siderable attention. In this paper, we focus on the image
generation of variously shaped rigid objects in arbitrary poses.

Generally, a GAN generates images from noise variables
sampled from a distribution such as the Gaussian. As all the
data variations are embedded into a single distribution, it is
difficult to generate data by controlling individual parameters.

By introducing condition variables, Conditional GAN [2]
enables to generate targeted images by controlling the condi-
tion variables. The “one-hot vector” representation is usually
used for the condition variables, and continuous values are also
used for the condition variables to control the image variations
in a regression manner. However, as the object pose variation
is cyclic, it is difficult to handle the variations as is.

Another issue is about the guarantee to maintain the object
instance’s shape when the pose parameter is changed while the
other parameters are fixed. There is no guarantee of it in the
previous methods because these parameters are concatenated
in training.

Therefore, if we generated images of rotating objects by
changing the pose condition while fixing the shape condition,
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(iii) Proposed Ω-GAN.

Fig. 1. Image generation while fixing other parameters besides the pose
parameter. Each pair of two rows is generated from different shape parameters.

the shape of the object may also change (Fig. 1 (i) and (ii)),
in case these parameters are entangled.

In this research, we focus on the following two assumptions:
1) The pose variations of a rigid object can be parametrized
by a pose parameter mapped onto a manifold in a feature
space (pose manifold), which can be explicitly described by
the rotation angle based on the concept of the Parametric
Eigenspace method [3]. 2) The shape variations of the objects
can also be parametrized by a shape parameter mapped onto
a manifold in a feature space (shape manifold) independently
from the pose parameter. Accordingly, we propose a novel
GAN framework that disentangles the pose and shape param-
eters into the pose and shape manifolds. The proposed GAN
samples a noise vector from the product manifold of the pose
and shape manifolds and generates images corresponding to
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the parameters (Fig. 1 (iii)). We name this GAN as Object
Manifold Embedding GAN (Ω-GAN).

By sampling a sequence of the pose parameters along with
the pose manifold, we can generate images of an object in
various poses while maintaining its shape, and by sampling the
shape parameters from the shape manifold, we can generate
variously shaped objects while maintaining their pose.

Our contributions in this study are summarized as follows:
• Object Manifold Embedding GAN (Ω-GAN): It can

generate images of variously shaped and arbitrarily posed
objects by controlling the pose and shape parameters
independently.

– Parametric Manifold Sampling: It samples the noise
variables from a distribution over the pose and shape
manifolds to allow controlling the cyclic pose and
continuous shape variations.

– Object Identity Loss: It makes the GAN maintain the
object instance’s shape when only the pose parameter
is changed.

• Application to object pose estimation from a depth image
for quantitative evaluation of generated images: It uses
the images generated by the proposed Ω-GAN for data
augmentation.

The rest of this paper is organized as follows: In Section II,
a brief survey on GAN is provided. In Section III, we
discuss the variations among the images capturing variously
shaped objects in arbitrary poses. In Section IV, details of
the proposed GAN framework are introduced. Experimental
results are reported in Section V. Then, in Section VI, we
introduce an application of the proposed GAN for object pose
estimation to demonstrate its effectiveness. Finally, the paper
is concluded in Section VII.

II. RELATED WORK

Generative Adversarial Nets (GAN) [1] consists of a pair of
two networks; a generator G that is trained to capture the data
distribution and a discriminator D which is trained to estimate
the probability of whether a sample is taken from the training
data or the data generated by the generator. The generator and
the discriminator are trained simultaneously, and they play the
two-player minimax game as,

min
G

max
D

V (D,G)

= min
G

max
D

(
Ex∼pdata(x)[logD(x)]

+ Ez∼pz(z)[log(1 − D(G(z)))]
)
,

(1)

where pdata is the distribution of the training data, and pz is a
noise distribution. After the training, the generator is able to
generate a realistic fake sample G(z) from a noise vector z
sampled from pz.

Among various extensions of GAN [4], [5], [6], Deep
Convolutional Generative Adversarial Networks (DCGAN) [7]
is known to be suitable for generating high-quality images. For
generating condition-specific realistic data, several approaches
have been proposed. By modifying the discriminator and the

generator to control by condition parameters c, Conditional
GAN (CGAN) [2] can generate data corresponding to given
conditions as

min
G

max
D

V (D,G)

= min
G

max
D

(
Ex∼pdata(x)[logD(x|c)]

+ Ez∼pz(z)[log(1 − D(G(z|c)|c))]
)
.

(2)

The generator generates an output from a noise variable z ∼
pz , which is sampled from a distribution pz , and a condition
variable c, and the discriminator judges whether the pair of
the generated sample and the condition variable (x, c) is real
or fake. By training them simultaneously, finally, the generator
will generate xfake = G(z|c) that the discriminator may fail
to judge. Several applications of CGAN, such as Pix2pix [8]
and CycleGAN [9], have been proposed as implementations of
CGAN. As a variant of CGAN, Auxiliary Classifier GAN (AC-
GAN) [10] modifies the discriminator to train with an auxiliary
classifier to generate condition-dependent data. InfoGAN [11]
is also an extension of GAN that can learn disentangled
representation in an unsupervised manner. StyleGAN [12]
uses a style-based generator that focuses on separating the
high-level attributes and small stochastic variations. Fader
Networks [13], which is a combination of an Encoder-Decoder
model and a GAN, can also control multiple attributes using
sliding knobs.

Thanks to the recent advances of neural networks, 3D
objects can be implicitly modeled using CNNs. Maxim
et al. proposed an Encoder-Decoder model to rotate an ob-
ject in an image with a given rotation angle [14]. Holo-
GAN [15] introduces a rotation model of a rigid model into
a GAN framework to realize object rotation from an image.
FATTEN [16] is also proposed for rotating an object in
an image with a given rotation angle while preserving the
object category using an Encoder-Decoder model. The object
category is evaluated as a multi-class classification problem
based on an Encoder-Decoder model in the method, while the
proposed method handles the object identity as an instance
identification problem based on the GAN-based latent variable
modeling. Additionally, due to shape variations existing within
a category, the method [16] cannot maintain the object shape
when the pose parameter was changed.

When we assume an inappropriate distribution, the mode
collapse phenomenon usually occurs while training a GAN.
Therefore, how to choose the noise distribution and how to
sample the noise variables from the distribution are also the
issues among GAN research. Unrolled GAN [17] employs
unrolling in generator training to avoid the issues above.
BourGAN [18] samples the noise variables from a Gaussian
mixture model generated by Bourgain Embedding. To generate
images with much diversity, Mode Seeking GAN [19] explic-
itly maximizes the ratio of the distance between generated
images for the corresponding latent codes. Recently, there are
several existing GANs [20], [21] which disentangle the object
pose and their appearances.
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Fig. 2. By the Parametric Eigenspace method [3], images of a rotating object
are mapped onto a manifold in a low-dimensional eigenspace associated with
rotation parameters.

In this research, we aim to generate variously shaped and
arbitrarily posed object images by explicitly controlling shape
and pose parameters. However, even by using these existing
GANs, it is difficult to generate such images. The pose
parameter has circularity that could not be represented by
Gaussian distributions, and there is no guarantee that the shape
of the object in the images is maintained when only the pose
parameter is changed.

III. APPEARANCE VARIATIONS OF RIGID OBJECTS

Among the images that observe variously shaped objects
in arbitrary poses, there are appearance variations caused by
the following two factors; pose variation and shape variation.
Here, we introduce the parametric representation of each of
them, followed by the representation when they are combined.

A. Pose Variation of an Object

Based on the key concept of the Parametric Eigenspace [3],
when a camera observes a rigid object from a fixed distance,
the appearance variations of the object only depend on the
rotation angles of the object in relation to the camera (Fig. 2).
In a low-dimensional eigenspace, images of an object in
various poses can be mapped onto a manifold. Here, assuming
the rotation is restricted around a single axis, the appearance
variation depends only on the rotation angle around the axis.
Therefore, the pose parameters, namely the rotation angles
around the axis, can be mapped onto a one-dimensional
manifold, as shown in Fig. 2. Similarly, if the rigid object’s
rotation has three degrees of freedom, the pose parameters,
namely the three-dimensional rotation angles, can also be
mapped onto a three-dimensional manifold.

Therefore, an arbitrary pose can be represented by a pose
parameter on the pose manifold Mp.

B. Shape Variation of Objects

Each object instance has its shape. However, they share
a common structure if they are similar objects. Images of
variously shaped objects can also be mapped onto a manifold
in a low-dimensional space where similar images correspond
to similar shape parameters. Therefore, by considering the
vector on the shape manifold Ms, as a shape parameter, each
shape can also be represented by the shape parameter.

Fig. 3. Example of the product manifold.

C. Product Manifold of the Pose and Shape Manifolds

In conclusion, the appearance variations of the images of
variously shaped objects in arbitrary poses can be expressed in
the product manifold of the two different parameter manifolds
as

M = Mp ⊗ Ms. (3)

Fig. 3 shows an example of the product manifold whose
pose manifold is one dimension. Several images corresponding
to the pose and shape parameters are shown in the figure.
Along the manifold’s circumferential axis, the pose varies
continuously, while the shape varies along the orthogonal
direction to the circumferential axis.

IV. OBJECT MANIFOLD EMBEDDING GAN

As introduced in Section II, Conditional GAN (CGAN) [2]
can generate images corresponding to the given conditions, c.
Arbitrarily posed object images can be generated by consid-
ering the pose parameter as the condition. However, there are
two difficulties: The pose parameter has circularity, and there
is no guarantee that the object instance’s shape in the images
is preserved when only the pose parameter is changed.

To tackle these difficulties, in this paper, by extending
CGAN [2], we propose the Object Manifold Embedding GAN
(Ω-GAN) that samples noise variables from the product mani-
fold and explicitly disentangles the pose and shape parameters
of the objects. Using the proposed Ω-GAN, we aim to find
the transformation between the shape and pose parameters to
the generated images. We modify the original CGAN based
on the following concepts:

• Parametric Manifold Sampling: To handle the pose cir-
cularity and shape continuity,

• Object Identity Loss: To maintain the object instance’s
shape when only the pose parameter is changed and
to maintain the pose when only the shape parameter is
changed.

The loss function of the proposed Ω-GAN is defined as
follows:

min
G

max
D

V (D,G)

= min
G

max
D

(
Ex∼pdata(x)[logD(x|c)]

+ Ez∼pMz (z)
[log(1 − D(G(z|zp)|zp))]

+ αEx1,x2∼pdata(x)[Or(x1,x2)]

+ αEz1,z2∼pMz (z)
[Of (G(z1|z1p), G(z2|z2p))]

)
,

(4)
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Fig. 4. GAN architectures.

where c is the pose parameter assigned to the real data x, zp
the pose parameter of z, α a weight parameter, and Or(a,b)
and Of (a,b) the Object Identity Losses for real and fake data,
respectively.

The network architecture of the proposed Ω-GAN compared
to that of CGAN is shown in Fig. 4.

In the following subsections, the detail of the proposed Ω-
GAN is explained.

A. Parametric Manifold Sampling

As mentioned in Section III, the appearance variations can
be described by the product manifold of a “pose manifold”
Mp and the “shape manifold” Ms. The former describes the
pose variations of a specific object, while the latter describes
the shape variations of objects. Different from the generator in
the traditional GAN [1], as shown in Fig. 5, by sampling from
a distribution over the product manifold M = Mp ⊗ Ms,
specifically, by replacing z ∼ pz(z) in Equation (1) with
z = (zp, zs) ∼ pM(z), we realize image generation of various
shapes and poses (Fig. 6). For example, because the pose
parameter, such as the rotation angle, can be mapped onto
the pose manifold Mp, we can control an object’s poses in
the generated images with the pose parameter.

In the case of a single-axis rotation, the pose parameter can
be described as a variable on a one-dimensional manifold.
By describing the pose variation on a unit circle, a one-
dimensional manifold in a two-dimensional space, we can
continuously describe the object rotation as discussed in [22].
A point on a unit circle can be described as,

zp = (z1, z2) (z21 + z22 = 1, z1, z2 ∈ [−1, 1]). (5)

Once a random variable θ ∈ [0◦, 360◦) is sampled from a
uniform distribution, the pose parameter zp = (cos θ, sin θ)
can be obtained.

On the other hand, we sample a noise variable zs from a
Gaussian distribution over the N dimensional space Vs = RN

for the shape variation.
Finally, a noise variable z is obtained by combining the pose

and shape’s noise variables as

z = (zp, zs) ∼ pM(z). (6)

Noise distribution

Fig. 5. Image generation by the traditional GAN [1].

Shape parameter manifold ℳ"

Pose parameter manifold ℳ#

Fig. 6. Proposed Ω-GAN can generate variously shaped objects in various
poses. Especially, the poses can be controlled by a parameter independently.

This is input into the generator G.
In the image generation phase, by changing the parameter

θ in [0◦, 360◦), images as if we were capturing a rotating
object are expected to be generated. Similarly, by changing the
parameter zs, images as if we were capturing various objects
are expected to be generated.

B. Object Identity Loss

To explicitly disentangle the shape and pose parameters,
the discriminator D should not only judge whether the input
(x, zp) is real or fake (adversarial loss) but should also evalu-
ate whether the images are from the same object or not (Object
Identity Loss). Therefore, it has two outputs Da and Do, as
shown in Fig. 4; Da is for the adversarial loss calculation
while Do is for the Object Identity Loss calculation.

The Object Identity Loss evaluates the object’s identity,
namely whether the shapes of two given images are identical or
not. The loss evaluation is based on the Siamese Network [23]
with the contrastive loss [24]. If the shapes of the objects in
two images are identical, the loss forces the distance of the
network’s output features to be small even if they are observed
in different poses, and vice versa. Generally, contrastive loss
Lc is defined as

Lc = yabdab + (1 − yab)max(0, τ − dab), (7)
dab = d(fa, fb), (8)

where yab ∈ {0, 1} indicates whether the two inputs a and b
are identical or not, while fa and fb are the network’s output
features.

In the discriminator training phase, we expect that the object
IDs are given as additional input, and the Object Identity Loss
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Fig. 7. Discriminator of the proposed Ω-GAN and the loss calculation
structures.

is evaluated referring to the information (Fig. 7 (i)). The loss
function Or given the two outputs a = x1real and b = x2real

for the discriminator training is defined as follows:

Or(a,b) = yr(a,b)d(a,b)
2

+(1 − yr(a,b))max(0, τ − d(a,b))2, (9)
d(a,b) = ||Do(a) − Do(b)||, (10)

yr(a,b) =

{
1 if lr(a) = lr(b)
0 otherwise , (11)

where τ is a margin parameter, and lr(a) is a function that
returns the corresponding object ID of the input. The loss is
not evaluated for the generated data. Through the training with
this loss, the discriminator learns the shape similarity metric.

In the generator training phase, the loss is evaluated using
the shape parameters zs (Fig. 7 (ii)). If the two input’s shape
parameters are the same, then the distance of the two features
is expected to be small. The loss function, Of , given a =
x1fakeG(z1|z1p) and b = x2fake = G(z2|z2p) for the generator
training is defined as follows:

Of (a,b) = yf (a,b)d(a,b)
2

+(1 − yf (a,b))max(0, τ − d(a,b))2,(12)

yf (a,b) =

{
1 if lf (a) = lf (b)
0 otherwise , (13)

where lf (a) is a function that returns the corresponding shape
parameter of the input (zp = lf (z)). This loss function aims
to train the generator G to generate similarly shaped objects

when the shape parameters are similar and differently shaped
objects when they are different. Through the training with this
loss, the generator learns to generate images by preserving the
shape if the shape parameter is the same.

V. EVALUATION

A. Dataset

To evaluate the image generation, we used two datasets. One
is a subset (“cat”, “duck”, and “pig” images) of COIL-20 [25],
which is a well-known image dataset for object pose estima-
tion. The other is a “Mug” depth-image dataset generated from
CAD models. As the CAD models, we selected 133 “Mug”
models from the ShapeNet dataset [26], which is known as
a large 3D-object dataset. Out of the 133 mugs, we selected
100 mugs for training. We rendered the depth images from the
CAD models with z-axis rotation as a simulation of observing
real objects. The rendering was performed at rotation angles of
0◦, 10◦, . . . , 350◦ for each of the 100 training objects, whose
setting is the same as the COIL-20 dataset. As a result, we
obtained 36 images × 100 objects for training.

B. Network Implementation

Although the proposed Object Manifold Embedding GAN
(Ω-GAN) can make use of various kinds of GAN archi-
tectures, we implemented it based on Self-Attention GAN
(SAGAN) [27]. SAGAN has self-attention layers to capture
global information for generation/discrimination. It also em-
ploys spectral normalization to make the training more stable.

We modified the distribution of the random variables z
for the generator input to the distribution over the prod-
uct parameter manifold M which was defined in a 256-
dimensional space V = R256. The pose manifold Mp was
defined as a one-dimensional manifold in a two-dimensional
space Vp = R2. To emphasize the pose parameter, we extended
the pose parameter’s dimension ten times by repeating the
values and obtained a twenty-dimensional vector zp from a
pose parameter. On the other hand, the shape manifold Ms

was defined in a 236 (= 256 − 2 × 10) dimensional space
Vs = R236, the remaining part of V . The dimension of V was
tuned empirically.

For the training of the proposed Ω-GAN, we ran 5,000
epochs.

C. Qualitative Evaluation: Image Generation Results

To confirm that the Ω-GAN can interpolate the training data,
we trained the proposed Ω-GAN with the COIL-20 dataset.
The transition of the adversarial loss of the proposed Ω-GAN
is shown in Fig. 8. From the graph, we can see that the training
of the GAN converged. We then generated fifty images by
changing the pose parameter in [0◦, 360◦) with an interval
of 7.2◦ while fixing the shape parameter. Examples of the
generated images are shown in Fig. 9. This result shows that
the proposed Ω-GAN can successfully separate the object pose
and shape.

A comparison with the existing methods is shown in Fig. 1.
We generated twelve images by changing the pose parameter
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Fig. 8. Adversarial loss for the Ω-GAN training.

with an interval of 30◦ while fixing the shape parameters. By
comparing Fig. 1 (i) and (ii), we can see that the Conditional
GAN with the continuous condition could interpolate the pose
well; however, the shape sometimes changed. On the other
hand, the proposed Ω-GAN maintained their shape while
changing only the pose parameters, as shown in Fig. 1 (iii).

For the “Mug” dataset, we also generated 100 images by
changing the pose parameter in [0◦, 360◦) with 3.6◦ while
fixing the shape parameter. The result is shown in Fig. 10.

Fig. 11 shows the generated images by changing the shape
parameters while fixing the pose parameter. We can see that
the pose and shape variations were successfully disentangled.
These results show that the proposed Ω-GAN can successfully
separate the object pose and shape even though the object
shape variation is small.

As the proposed Ω-GAN is based on the simple SAGAN,
the generated images were not in good quality. However, if
we used a more sophisticated GAN, we will surely be able to
generate more realistic images.

VI. QUANTITATIVE EVALUATION: APPLICATION TO
OBJECT POSE ESTIMATION

To quantitatively evaluate the objects’ pose in the generated
images for our purpose, we use the generated images for data
augmentation in the training of an object pose estimator. For
the object pose estimator training, if the poses of the aug-
mented (added) images generated by the GAN are accurate, the
trained pose estimator should be more accurate. Note that the
generated images by GANs are usually evaluated by several
metrics such as Inception score [28] and Fréchet Inception
Distance (FID) [29] quantitatively. While these scores aim
to evaluate the quality of the generated images, the goal is
to generate realistic images in the targeted pose controllably
in this paper. Thus, the accuracy of the object’s poses in
the generated images is our main interest, but such existing
evaluation metrics cannot evaluate such accuracy of the pose
of generated images.

A. Dataset

For the evaluation, we used the “Mug” dataset from the
ShapeNet dataset [26]. Out of the 133 mugs, we selected
100 mugs for training data and 33 mugs for testing data.

Fig. 9. Examples of the generated images by the proposed Ω-GAN trained
with the COIL-20 dataset [25] using pose parameters sampled from [0◦, 360◦)
with an interval of 7.2◦ and two different shape parameters.

Fig. 10. Examples of the generated depth images by the proposed Ω-GAN.
From the upper left to the lower right in a raster scan manner, images were
generated by changing only the pose parameter in [0◦, 360◦) with an interval
of 3.6◦.

Fig. 11. Examples of the generated images in various shapes by the proposed
Ω-GAN.

For the evaluation of the pose estimation by using unknown
shapes and poses, the rendering was performed at rotation
angles of 0◦, 30◦, . . . , 330◦ for each of the 100 training
objects, and at 15◦, 45◦, . . . , 345◦ for each of the 33 testing
objects. By changing the observation’s elevation angle at ϕ =
0◦, 30◦, 45◦, 60◦, we generated four datasets. Here, in case
of the elevation angle of ϕ = 0◦, the objects were observed
from the side, and larger elevation angles indicated observing
the object from higher angles. The rendering environment is
illustrated in Fig. 12.
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B. Comparative Methods

There is a large number of methods for object pose estima-
tion from an image. Currently, deep learning-based approaches
are actively developed [30], [31], [32], [33]. Ninomiya et
al. [34] proposed the Pose-CyclicR-Net for regression to cyclic
objective variables using a convolutional neural network. The
network outputs quaternion as the pose representation to
handle the pose circularity.

We used a modified version of this Pose-CyclicR-Net as
a baseline method. This network receives a depth image and
outputs its pose parameter in a (cos θ, sin θ) format, where θ
is the rotation angle from the reference pose, instead of the
quaternion representation as our dataset is restricted to the
single-axis rotation.

For comparison, we trained the modified Pose-CyclicR-Net
using different data as follows:

• Baseline: Trained with the original depth images only.
• DA: Trained with naı̈ve data augmentation using the

original depth images.
• Proposed: Trained with the original depth images and

generated depth images by the proposed Ω-GAN.

In the case of DA, the original images were randomly
shifted at most 10% of the image size and zoomed in the range
of [0.9, 1.1] and fed to the network. In the case of Proposed, the
original images Xreal and the generated images Xfake, which
were randomly generated by the proposed Ω-GAN, were used
equally.

The original images Xreal are annotated with the ground-
truth poses Yo. On the other hand, for each generated image
in Xfake, the pose parameter zp was used as the ground-truth
pose. For training the pose estimator with various training
samples, the parameters zp and zs were randomly sampled
from the distributions over the pose and the shape manifolds.

The training procedure of the pose estimator is as follows.
First, No images for a mini-batch were sampled from the
original images Xreal. Then, the same number of images in
a batch were randomly generated by the generator G of the
proposed Ω-GAN and added to the mini-batch. Here, we
applied a median filter to all the generated images to reduce
the small noises. The training was repeated for 500 epochs.

TABLE I
POSE ESTIMATION RESULTS (MEAN ABSOLUTE ERROR).

(i) By elevation angle (“Mug” class)
Elevation angle 60◦ 45◦ 30◦ 0◦

Baseline 11.43 17.63 18.03 21.88
DA 10.37 18.02 17.83 21.99
Proposed (Ω-GAN) 6.68 12.35 16.94 19.64

(ii) By object class (Elevation angle 60◦)
Object class Mug Car Bike Chair
Baseline 11.43 23.35 16.02 4.37
DA 10.37 14.58 18.72 3.77
Proposed (Ω-GAN) 6.68 4.76 9.05 2.66

C. Pose Estimation Results

The mean absolute error of the pose estimation results
considering the pose circularity, e.g. the error between 5◦ and
355◦ is 10◦, are shown in Table I (i).

For all the elevation angles, we confirmed that the proposed
method, which is based on training with the images generated
by the proposed Ω-GAN, achieved the best performance. This
is because the proposed Ω-GAN successfully generated the
poses and shapes not included in the training data. As the
data captured from the small elevation angles were observed
almost from the side, they contained depth images that were
difficult to distinguish. Therefore, the pose estimation errors
were relatively higher than in other situations.

We also evaluated the pose estimation accuracy for other
object classes using the proposed Ω-GAN. As with the “Mug”
models, we also prepared several models such as “Car,”
“Bike,” and “Chair” selected from the ShapeNet dataset [26].
They were rendered from the elevation angle of ϕ = 60◦.
We trained the proposed Ω-GAN for each object class. The
evaluation results are shown in Table I (ii). We confirmed that
the proposed method is also effective for them.

From the results, we confirmed that the pose estimation
results improved even though the generated depth images
are not in high quality. If the image generation’s quality is
improved, we can expect that the pose estimation accuracy
would also improve.

VII. CONCLUSION

We proposed the Object Manifold Embedding GAN (Ω-
GAN) that generates an image from a distribution in the pose
and the shape manifolds. The generator of the proposed Ω-
GAN maps the parameters on these manifolds to images. For
clearly disentangling these parameters, we also introduced
Object Identity Loss to preserve the object instance’s shape
when only the pose parameter is changed.

We confirmed that the proposed Ω-GAN could generate
realistic images according to the pose and shape parameters
through evaluation. For evaluating the pose accuracy of the
generated images, we trained an object pose estimator with
the generated images as data augmentation. We confirmed that
the pose estimator trained with the generated images achieves
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improved pose estimation accuracy compared to that trained
with only the training images and naı̈ve data augmentation,
that is, the poses of the generated images are accurate enough
for training an object pose estimator.

In the current work, the objects’ rotaiton is restricted to
a single-axis rotation; the generator of the Ω-GAN samples
a pose parameter from a distribution on a unit circle in the
two-dimensional space. We plan to extend this to sample
from a unit hypersphere, namely the two- or three-dimensional
manifold, to handle more complicated rotations such as around
two-dimensional or three-dimensional axes in the future.
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