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Abstract

Semantic analysis to keyword candidates is essential for
high quality automatic indexing to video. We propose an
improved caption (i.e. noun phrase) analysis method for
television news video indexing. The analysis is performed
by taking advantage of the characteristics of Japanese noun
phrases, that the last noun (suffix) determines the seman-
tics of the entire phrase. In this paper, we will present the
collection process of such suffixes, and the evaluation of the
dictionaries by analyzing actual television news captions.
Although the evaluation did not show high precision, it
showed 82% to 93% recall, which is important when find-
ing index candidates with specific semantic attributes.

1 Introduction

As the amount of broadcast video data increases, it is
becoming more and more important to store them in a
well organized manner, considering their recycling and re-
trieval. Above all, television news programs are worthwhile
indexing considering the importance and usefulness. Cur-
rently this process is mostly done manually, but automatic
indexing is in big demand both to cope with the increas-
ing amount and to achieve sufficient precision for detailed
retrieval.

We are trying to accomplish this task by referring to
both video data and accompanying textual data of televi-
sion news programs. In order to enable high quality in-
dexing for detailed retrieval, simple tagging of keywords
as seen in many conventional methods are insufficient, and
semantic analysis of keyword candidates is indispensable.

There have been various attempts to automatically in-
dex television news video from this approach as promi-
nent in the Informedia project’s News-on-Demand system
[Wactler98|. Nonetheless, although they do satisfy the de-
mand for automatic indexing to a certain extent, their in-
dexing strategies are mostly based on statistics, or just
simple occurrence of words and phrases. These strategies
do not necessarily ensure the correspondence between the
indexes and the image contents. Although this may satisfy
demands for retrieving a whole news topic, it is not suf-
ficient for retrieving short video segments, where keyword
candidates may exist in adjacent segments. Moreover, en-
suring such correspondence is crucial, in order to provide
indexes that depict certain topics occurring in such short
segments.

Reflecting this issue, we are currently working on an
automatic video indexing system, which performs index-
ing considering such correspondences. In the natural lan-
guage processing part of this system, semantic analysis of
keyword candidates is required. This is a common tech-
nology required for other similar indexing methods [Ide99,
Satoh99, Nakamura97]. This paper describes and evaluates

a news caption analysis method for such purpose. Con-
cretely, the semantic analysis mentioned here is identical
to classification of noun phrases into four different classes;
namely, (1) personal, (2) locational / organizational, (3)
temporal, and (4) others.

Note that we have presented the basic idea of the pro-
posed analysis method in [Ide98], but this paper presents
the result of refined classification dictionary creation, and
evaluation performed to larger amount of data.

Although we will concentrate on news caption analysis
in this paper, the collected dictionary should be useful for
applying to such tasks as the Named Entity task [NEtask],
and for extracting and classifying personal, locational, and
organizational proper noun for further natural language
context analysis purposes.

Section 2 introduces the analysis method, and Section
3 describes the collection of suffixes that are used for the
analysis. Section 4 shows the process and result of an evalu-
ation of the collected dictionary applied to actual television
news captions, and Section 5 concludes the paper.

2 News Caption Analysis Referring to Suffixes

In this Section, we will first present characteristics of
television news captions, and then propose our semantic
analysis method.

There are various textual data accompanying a video
other than (open) caption: main audio, sub audio and
closed caption. Although they contain much information,
it is generally considered difficult to extract semantically
important sentences and keywords from these sources. More-
over, although accuracy of speech recognition is improving,
their results are still not sufficiently reliable as a source of
index candidates. Closed caption may resolve this problem,
but since Japanese character input method requires trans-
formation of syllabic characters (Kana) to Chinese origin
characters (Kangi), it is still not realistic to expect them to
be provided with live broadcast news videos.

On the other hand, (open) captions usually indicate
important information, which frees us from extracting in-
dex candidates from other sources. Character recognition
for caption has been challenged by many groups [Hori99,
Sawaki98]. Since captions overlap background images, and
characters tend to be in low resolution in proportion to
the few number of scanning lines (525 in the case of NTSC
broadcasting standard), it is difficult to apply conventional
OCR (Optical Character Recognition) technologies. Nonethe-
less, their works have achieved certain progress.

Thus, we employ captions for keyword sources, and will
discuss about their analysis in this paper. Note that cur-
rently caption recognition is performed manually, and will
be automated applying some of the above-mentioned tech-
nologies in the future.






2.2.2 Proposed Method: Analysis Based on Suf-
fixes

Considering these issues, we decided to analyze captions
on their own. For example, it is impossible even for a hu-
man being to distinguish whether “/N§IJ’ (Obuchi) alone in-
dicates a person or a place, or even a common noun, which
means ‘a small pool’. We will generally distinguish them
from the suffixes: If ‘Ff4fl’ (Prime Minister) follows, as in
SINH-EAP (Prime Minister Obuchi), we know it indicates
a person, and if ‘I’ (town) follows, as in “/)N§J-I? (Obuchi
town), we know it indicates a place or an organization.

As shown in this example, it is generally possible in
Japanese (and also presumably in other East Asian lan-
guages, although the collection rules may somewhat vary)
to analyze semantic attributes of noun phrases referring to
suffixes. Under this assumption, we will analyze captions
that are mostly compound noun phrases, by referring to
suffixes.

Although in this example and also in the following Sec-
tions, issues on suffixes are mainly discussed, our method
also includes analysis to individual nouns such as ‘actor’
and ‘kitchen’ that on their own indicate people and places,
respectively.

3 Collecting Suffixes from Text Corpora

In this Section, rules and results of collecting suffixes
that indicate (1) people, (2) location / organization, and
(3) time. Nouns that could individually represent such se-
mantics, such as ‘actor’, ‘kitchen’, and ‘today’ are collected
together with genuine suffixes. Proper nouns are excluded
from the collection, since they tend to represent both peo-
ple and location / organization.

The following collection processes were applied to two
different text corpora: (1) RWC-DB-TEXT-95-2 [RWC] and
(2) Kyoto University Corpus [KUC]. They consist of man-
ually morphological analyzed newspaper articles. Simple
descriptions of the two corpora are as follows:

¢ RWC-DB-TEXT-95-2
Consists of 27,418 sentences selected from Mainichi
newspaper’s 1994 edition.

e Kyoto University Corpus
Consists of 19,956 sentences selected from Mainichi
newspaper’s 1995 edition.

Consequently, a total of 47,374 sentences were analyzed
for collection in the following processes.
3.1 Collecting Personal Suffixes

Here, rules and results of collecting personal suffizes;
suffixes that indicate people, such as ‘“—, PhD’, and indi-
vidual nouns such as ‘actor’, are discussed.

3.1.1 Collection from Corpora

Personal suffixes were collected according to the follow-
ing rule: search for the following pattern, and extract the
underlined word.

Common Noun or Suffix
Certain Suffixes

As for the certain suffixes in the collection rule, ‘5 (Aif)’
(ra= et al) and ‘7=5 (1)’ (tachi = et al.) that only follow
personal nouns were used.

Following is an example of the collection following this
rule. The underlined word is collected as a personal suffix:

HHC  (President)
5 (ra = et al.)

Common Noun
Post-positional Particle

Table 2 shows an example of the most frequent words
collected by this rule.

3.1.2 Expansion of Vocabulary

Although 136 suffixes were collected, they are still in-
sufficient to apply to general caption analysis. Thus we
expanded the vocabulary by referring to the Classified Lez-
ical Table (Bunrui Goi Hyo) Enlarged Edition Monitoring
Version [CLT]'. Each sub class that contains at least one
of the collected suffixes is considered as appropriate to be
included in the dictionary.

Table 3 shows the number of words collected by this
process. In the case of words listed in the Classified Lezical
Table, the numbers of sub classes and classes of which the
words belong to are also shown.

3.2 Collecting Locational / Organizational Suffixes

Here, rules and results of collecting locational / orga-
nizational suffizes; suffixes that indicate location / organi-
zation, such as ‘— station’, and individual nouns such as
‘kitchen’, are discussed.

3.2.1 Collection from Corpora

Locational / organizational suffixes were collected ac-
cording to the following rule: search for the following pat-
tern, and extract the underlined word.

Locational Name or Organizational Name
Any Noun or Suffix

Common Noun or Suffix

Certain Post-positional Particles

As for the certain post-positional particles in the col-
lection rule, ‘%>’ (kara = from), ‘T’ (de = at), 127 (ni =
at, to), ‘“\’ (he = to), ‘& "’ (yori = from), and ‘I T’ (nite
= at) that may indicate location and direction were used.

Following is an example of the collection following this
rule. The underlined word is collected as a locational /
organizational suffix:

2t (Taipei) Locational Name

i (city) Common Noun

M (NanKang) Locational Name

[N (ward) Common Noun

< (de = at) Post-positional Particle

3.2.2 Deletion of Personal Suffixes

Following the rule described in 3.2.1, personal suffixes
would also mingle among locational / organizational suf-
fixes, as in the following case:

Locational Name
Common Noun

1% (Taiwan)
HHC  (President)
~ (he = to)

Post-positional Particle

The underlined word is collected as a locational / or-
ganizational suffix, which is a mistake. This is due to the
diversity of grammatical uses of post-positional particles;
in this case, ‘~\’ (he = to) could either indicate a direc-
tion or an objective person. To exclude such suffixes, all
the ones collected in 3.1 are deleted from those collected
in 3.2.1. Table 4 shows an example of the most frequent
words left after the deletion.

1 The Classtfied Lexical Table Enlarged Edition Monitoring Ver-
sion is a thesaurus consisted of 70,858 words under 10,334 sub
classes under 842 classes. Accordingly, each sub class consists of
approximately 7 words on average.



Table 2: List of collected personal suffixes (top 19).

Table 5: Numbers of collected locational / organizational

= Word Frequen;:%l suffixes: listed and unlisted words are those listed and
9 I 1}\)/[erson 57 unlisted in the Classified Lezical Table. Classes and sub
3 =. M;, Ms., ... 51 classes indicate those of which the listed words belong to.
A < .
4 L_\JE\( pr?51dent 32 Originally After After
5 K chief 26 . .
Ly Collected Deletion Expansion
6 B assembly person 21 (3.2.1) (3.2.2) (3.2.3)
7 N erson 16 - a— — —
7 p : 16 Listed Words 674 607 7,819
e Pprofessor (Sub Classes) 764 697 697
9 % -er (as in Photographer) 15 cl 318 307 307
10 TR executive 14 ( z?sses)
11 %ﬁl prime minister 13 Unlisted Words 91 89 89
12 W defendant 10 Total Vocabulary 765 696 7,908
13 & trader 9
14 RE director 8
14 M ) minister 8
14 FHiILRK  secretary general 8
14 & guest 8
14 B member 8
19 Uk representative 7

Table 6: List of collected temporal suffixes (top 19).

Word Frequency
1 729 for the sake of 465
Table 3: Numbers of collected personal suffixes: listed and 2 Hjﬁ era. Lo 145
unlisted words are those listed and unlisted in the Classified 3 i dl;::llng’bmSlde 128
Lezical Table. Classes and sub classes indicate those of 4 ' watle, .etween 123
which the listed words belong to. 5 Al before, in front of 117
6 [ when, at, hour 116
Originally Aftor 7 2% place, at the point of 79
Collected Expansion 8 [{%‘t) Wﬁlle’ inside 65
(3.1.1) (3.1.2) 9 b~ when 54
Listed Words 117 1,776 10 %5 in case of, when 47
(Sub Classes) 125 125 11 JT,(\ fa‘fter, on 46
(Classes) 59 59 12 HE immediately after 45
Unlisted Words 19 19 12 JEIL% f.imce dt hten 3(3]
Total Vocabul 136 1,795 ) ay, cate
o Tocantaly : 15 % after 31
16 1E» else 30
17 25 time, around 27
18 H\& postwar 25
19  4EF then, in those days 24
Table 4: List of collected locational / organizational suf- 19 IR time,.period 24
fixes (Top 20 after deleting personal suffixes). 19 X=X occasionally 24
Word Frequency
1 city 163
2 A inside 108
3 Ul side 78
4 L convention 60
5 B prefecture 46
g g(w }bnstlge a city gg Table 7: Numbers of collected temporal suffixes: listed and
7 R attle ¢ 39 unlisted words are those listed and unlisted in the Classified
7 ’ gz)vte.rnmen 39 Lezical Table. Classes and sub classes indicate those of
7 ”A“;ﬁ fn:elt(ijrrllg 39 which the listed words belong to.
PANTY
11 R problem 38 —
12 & station, office 36 (érllgllnztﬂlg E After'
13 ok conference 35 03 gcle Xgaénzlon
14 M5 region 31 Tisted Word (331) (332)
15 X ward 30 SISt]j ol ords 136 2,124
16 KEBX  severe earthquake 29 E Clllassesz;sses) %(1)2 %éi
= o
12 :;11::3?02 country gg Unlisted Words 20 20
19 iﬂlﬂg regional court 97 Total Vocabulary 156 2,144

20 T town 25




3.2.3 Expansion of Vocabulary

Although 696 suffixes were left after the deletion, they
are still insufficient to apply to general caption analysis.
Thus we expanded the vocabulary by referring to the Clas-
sified Lexical Table as described in 3.1.2.

Table 5 shows the number of words collected by this
process. In the case of words listed in the Classified Lezical
Table, the numbers of sub classes and classes, of which the
words belong to are also shown.

3.3 Collecting Temporal Suffixes

Here, rules and results of collecting temporal suffizes;
suffixes that indicate time, such as ‘— after’, and individual
nouns such as ‘today’, are discussed.

3.3.1 Collection from Corpora

Temporal suffixes were collected according to the fol-
lowing rules: search for the following pattern, and extract
the underlined word.

Temporal Noun or Adverbial Noun
Certain Post-positional Particles

Following is an example of the collection following this
rule. The underlined word is collected as a temporal suffix:

= (spring) Temporal Noun
7% (from)  Post-positional Particle

Table 6 shows an example of the most frequent words
collected after the deletion.

3.3.2 Expansion of Vocabulary

Although 156 suffixes were collected, they are still in-
sufficient to apply to general caption analysis. Thus we ex-
panded the vocabulary by referring to the Classified Lezical
Table as described in 3.1.2.

Table 7 shows the number of words collected by this
process. In the case of words listed in the Classified Lexical
Table, the numbers of sub classes and classes, of which the
words belong to are also shown.

4 Evaluation of the Dictionaries Through Televi-
sion News Caption Analysis

As an evaluation of the collected suffixes (dictionaries),
we applied them to actual television news caption analysis.
The captions used for the evaluation were those previously
mentioned; 2,549 captions that appeared in approximately
370 minutes of news video. Title captions and those that
appear in explanative flow-chart figures were omitted, since
they are usually not noun phrases and that they could eas-
ily be distinguished by image processing. Note that correct
answers were provided by a third person.

4.1 Analysis Procedure

Caption analysis was performed as shown in Figure 1.
Captions were manually written down for this experiment.
Japanese morphological analysis system JUMAN [JUMAN]
was employed for morphological analysis. As JUMAN re-
turns the boundaries of morphemes and/or parts of speech,
the last morpheme of a caption phrase or sentence is com-
pared with the words in each dictionary. Since JUMAN
itself has a proper noun dictionary and a temporal noun
dictionary, proper nouns and some temporal nouns were

analyzed by JUMAN.

Table 8: Result of personal caption analysis: N., N, and
N, stand for numbers of correct, mistaken, and oversight
answers, f, and f. stand for precision and recall, respec-
tively.

N. N, N, fo fr
Proposed method | 260 63 — | 80.50% 69.33%
JUMAN 48 54 — | 47.06% 12.80%
Combined 308 117 67 | 72.47% 82.13%

Table 9: Result of locational / organizational caption anal-
ysis.

N. N. N.| F 2
Proposed method | 428 571 — | 42.84% 53.50%
JUMAN 279 13 — | 95.55% 34.88%
Combined 707 584 93 | 54.76% 88.38%

Table 10: Result of temporal caption analysis.

Ne Nn N, Ip fr
Proposed method | 165 259 — | 38.92% 82.50%
JUMAN 22 0 — | 100.00% 11.00%
Combined 187 259 13| 41.93% 93.50%

4.2 Analysis Result

The result of the analysis is shown in Tables 8 through 10.
The numbers listed in ‘Proposed method’ indicate common
nouns analyzed by the proposed method, and those listed
in ‘JUMAN’ indicate proper nouns analyzed by JUMAN’s
proper noun dictionary, except for temporal nouns. For
temporal nouns, the numbers listed in ‘JUMAN’ indicate
those analyzed in JUMAN’s temporal noun dictionary. Fi-
nally, ‘Combined’ indicates the overall analysis ability of
the combined analysis of both common and proper noun
captions. Precision and recall are defined as follows:

o Correct(N.)
P
recision(fp) Correct(N.) + Mistaken(Np)
Recall(f.) Correct(N,)

Correct(N.) + Oversight(N,)

Precision of each method stands for individual precision
rates, and recall of each method stands for the contribution
to the overall recall rate.

4.3 Examination

The results showed high accuracy in recall, which is
important when finding index candidates with specific se-
mantic attributes from restrictions from other processes,
such as image analysis. As a whole, the precision of the
proposed method alone is not sufficient.

Nonetheless, as for personal caption analysis, the pro-
posed method and the overall result showed high accuracy
both in precision and recall. As for Temporal caption anal-
ysis, not for the proposed method, the overall recall would
have been extremely low.

There were five major reasons for mistakes and over-
sights. Table 11 shows the reasons and their ratios. Rea-
sons (a-1) and (d) directly reflects the quality of the col-
lected dictionary, although about two fifth of the mistakes
could have been prevented if the compound noun phrase



Table 11: Reasons for mistakes and oversights.

Reason Ratio
1 Lack of common noun vocabulary in the 44.0%
(a-1) collected dictionary.
(a-2) Lack of proper noun / temporal noun 38.8%
vocabulary in JUMAN’s dictionary.
(b)  Semantic diversity. 9.1%
(c) Mistake in morphological analysis by  5.7%
JUMAN.
(d) Noise in the collected dictionary. 2.4%

were divided into granular morphemes. This could be solved
by performing exact tail matching between the compound
noun phrase and the words in the dictionary, but may cause
an increase in the number of mistakes. Reason (c) is an es-
sential problem when dealing with semantic analysis. It
is almost impossible to analyze them individually, without
other information. As for reasons (a-2) and (b), we will
have to wait for JUMAN’s improvement.

We will try to refine the dictionary by tackling on rea-
sons (a-1) and (d) in the future.

5 Conclusion

We have introduced a semantic analysis method to tele-
vision news captions ¢.e. compound noun phrases. The
method showed high recall in an evaluation by actual cap-
tions derived from television news programs. Although
precision of the proposed method is not sufficiently high,
we have analyzed the reasons for mistakes and oversights
for future refinement of the dictionary.

We will also integrate the analysis method to the news
video indexing mechanism to see the efficacy in terms of
actual indexing.
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