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Abstract In this report, we evaluate the possibility of classifying cooking actions by means of gaze analysis for
the understanding of cooking activities. Since gaze information is important in understanding human behavior, we
obtain it by a device mounted on the head, and use it to classify cooking actions. To analysis gaze information,
we use the N-gram model known as effective for representing gase transition. As a result of learning this by SVM
classifiers, in case of a 2-classes problem where the input action was judged as a target action or not, an average F

score of 87.7% was obtained.
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