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Abstract

Most content summarization models are targeted to sum-

marize the text content of a set of texts, and it is still chal-

lenging to summarize the visual content of a collection of

images. In this presentation, we propose a method for sum-

marization of the visual content of an image collection by

combining scene graphs of multiple images and generating a

single caption that describes the image collection. We also

present a method to find a common context word to im-

prove the description of the image collection by incorporat-

ing ConceptNet. In this method, we build word relations of

different words, such as synonym words and category words,

to find the representative word in each word relation. The

proposed method is evaluated on the MS COCO dataset

compared with other text generation methods, showing a

promising direction for this research.

1. Introduction

The recent increase of images on the Web and on Social

Media became a challenge to describe their visual contents

in text. For this, image captioning is a popular task that

generates an image description as a sentence. However, cur-

rent image captioning methods are limited to a single image.

Even for methods that aim to summarize the visual content

of a collection of images, their output is restricted to tags

that have limited description ability. In this presentation,

in order to better describe the visual content of a collec-

tion of images, we propose a method to summarize it in one

sentence.

Scene graph generation is a popular method to describe

the relationships between objects and actions in images

[1], [4], [5]. A scene graph is a set of edges consisting of

subject, predicate, and object, generated from an image.

We combine multiple scene graphs of images in an image

collection into a combined scene graph and then generate a

caption from it as a summary of the visual content in the

image collection.

With the idea of captioning the summary of an image

1 Nagoya University
2 Kyoto University
3 RIKEN
a) phueaksrii@cs.is.i.nagoya-u.ac.jp

collection, we propose the image summarization framework

as illustrated in Fig. 1. Given a collection of images, we first

extract features and scene graphs of each image. We then

design two processes to merge the scene graphs of all images

and generate a summarized scene graph for the whole image

collection. Next, we build word communities and find the

most representative word in each word community. Then

we generate a sentence from the summarized scene graph.

To improve the generalization of the sentence, we finally re-

fine the generated sentence by implementing noun phrase

replacement with the representative word of each commu-

nity.

2. Related Work

2.1 Scene Graph Generation

Scene graph generation [3] is a method used to describe

image contexts. Many scene graph generation methods

mainly start by finding the object regions by using Fast

R-CNN [14] as an object detector. They then find the re-

lationship between objects in both local context and global

context, for example, Neural Motif [2], and RelDN [6]. Their

model backbone is implemented with many states-of-the-art

object detectors such as VGG [16], and ResNet [15].

2.2 Text Generation

For text generation methods, we consider two categories;

text-to-text generation [22] and image-to-text generation

[1], [4], [5]. Many methods are proposed for the former,

but the main idea summarizes a text article into sentences

in two main aspects; extractive and abstractive. The ex-

tractive summarization is proposed in many methods such

as T5 [21] which uses supervised text generation based on

Wikipedia knowledge, and SUPERT [20] which is unsuper-

vised text summarization method based on evaluating sim-

ilarity scores between sentences in an article. Meanwhile,

image-to-text generation methods describe images by sen-

tences, mostly known as image captioning models. However,

image captioning is typically one-one (image to sentence) or

one-many (image to paragraph), but few researchers have

studied at many-one (multiple images to sentence). There-

fore our work mainly focusses on many-one type generation.

We follow the idea of scene graph captioning, that many

methods are proposed.
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Fig. 1: Overview of the proposed method consists of five components: The first one is the Scene Graph Generator, which

extracts a scene graph for each image. All scene graphs are passed into Multiple-Scene Graph Processing and Sub-graph

Concept Generator. The former combines the scene graphs to find the representative graph, while the latter finds word

communities from the scene graphs and representative in each community. Captioning Model generates the initial caption for

the representative graph. In the final step, the initial caption and sub graph concept is passed into the Sentence Refinement

module to output the final caption.

3. Proposed Method

The proposed method consist of five components. The

first one is the Scene Graph Generation which extracts im-

age features and scene graphs. All scene graphs are next

passed into two modules: Multi-Scene Graph Processing to

merge and select the representative graphs, and Sub-Graph

Concept Generation to find general concepts of words in

scene graphs through detecting word communities. Then a

captioning model generates a sentence based on the repre-

sentative graph. The generated sentence from the captioning

model and the community word graphs are finally passed to

the Sentence Refinement to output the final caption.

3.1 Scene Graph Generation

We use one of the current state-of-the-art ResNet101

[15]+Neural Motif [2] as a scene graph parser that is

trained by the Visual Genome dataset [8] which is a pop-

ular practice for scene graph captioning. Recent works

in image captioning show that the caption can be im-

proved by manually cleaning up some duplicate labels

[5]; we hence follow by reducing the label of the Visual

Genome dataset from 2,500/1,000/500 to 1,600/400/20 of

objects/attributes/relations.

3.2 Multiple-Scene Graph Processing

All scene graphs are merged into a single directed multi-

graph as shown in Eq.1. We also count the occasion of each

node and the number of edges in the merging process to use

in the selection step.

G =

n⋃
i=1

gi (1)

From general graph theory, we consider graph character-

istics in three aspects; degree centrality, closeness central-

ity, and betweenness centrality. In preliminary experiments,

we found that implementing betweenness centrality to find

the center node is the most efficient method compared with

other centrality methods as shown in Eq. 2 We next se-

lected 36 nodes and 100 relations from all the scene graphs

by considering the ranking and relation between nodes.

g(v) =
∑

s̸=v ̸=t

σst(v)

σst
(2)

where σst(v) is the number of paths passing through v, and

σst is a total number of the shortest paths from node s to t.

Fig. 2: Example of building a word community (a) Concept

expansion by implementing ConceptNet, and (b) Concept

joining with the same word.
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3.3 Sub-graph Concept Generation

From various words extracted from the image collection,

we try to generalize the visual content. In order to summa-

rize the common content in an image collection, we make

use of a popular text-based semantic network named Con-

ceptNet [7] to generalize specific words into a general word.

From the idea of text analysis based on word synonym re-

lationship to build a community of words by a graph-based

method [24], we propose a method focusing on nouns. First,

the object words of the scene graph are lemmatized. Then

ConceptNet is used to find the relationship between each

node. From the experiments of recent text analysis that fo-

cus on synonyms [24], we also expand the concept over isA

relation of ConceptNet to achieve a more accurate match-

ing of common concepts as shown in Fig. 2. After map-

ping, non-degree nodes are dropped, and then sub-graphs

are extracted from the whole graph. To estimate the rep-

resentativeness of the common concept of each sub-graph,

we encode all nodes by GloVe word embedding [9] then cal-

culate the Euclidian distance and cosine similarity between

each node. In the experiments, we select a word by calcu-

lating the highest node degree using cosine similarity as a

weight to find each sub-graph word concept.

3.4 Captioning Model

The captioning model consists of Graph Convolutional

Network (GCN) and the Attention-based LSTM model. We

build a GCN to process the triplet of subject, predicate, and

object features. Each feature is extracted from the Scene

Graph Generation process, whose dimension is 1,024. The

GCN maps the relationships between subject and predicate

and between object and predicate. In the experiment, we

test the number of graph layers around two and four lay-

ers to update mapping node and relation features in the

graph. Next, we build the attention-based LSTM model [5]

following the top-down LSTM captioning with two layers

of attention-based LSTM in which both layer’s sizes are set

as 512. In training, we implement a learning rate decay of

0.8 for every eight epochs, initial learning rate of 0.0008,

dropout of 0.5, and implement Adam optimization [25].

3.5 Sentence Refinement

To improve the caption, we modify the beam search of

sentence generation to generalize the caption by mainly fo-

cussing on processing nouns in the result. We hence imple-

mented noun phrase mapping with the sub-graph of concept

community from the sub-graph concept generation by im-

plementing POS tagging. In a preliminary experiment, we

tested the beam size between 3 to 10, and found 5 as the

best for generating and estimating the final caption.

4. Evaluation

4.1 Dataset

We use the MS COCO dataset [17] for the experiment.

We further split the dataset following the Karpathy split

[19], including 118K images for training, 5K images for as-

Fig. 3: Example of a caption generated by the proposed

method with different main objects.

Table 1: Evaluation metrics for the result in Fig. 3 of the

proposed model based on without concept generation (No

CG) and with concept generation (CG) compared with SU-

PERT [20] and T5 [21].

Method SUPERT [20] T5 [21]
Proposed
(No CG)

Proposed
(CG)

ROUGE-1 0.3328 0.2999 0.3273 0.2365

ROGUE-2 0.0901 0.0728 0.1279 0.0748

ROUGE-L 0.2892 0.2711 0.3557 0.2117

CIDERBtw 0.4418 0.2523 0.6732 0.3936

WEEM4TS 0.1075 0.0874 0.1088 0.1132

sessment, and 5K images for testing. From the testing set,

we considered testing image collection generation in three

dimensions: image, caption, and both. Here, we implement

VSE++ [18] to the testing set that considers both image

and caption.

4.2 Evaluation Metric

In the image captioning and text summarization field, var-

ious evaluation metrics are proposed. Since the proposed

method mainly focusses on summarization, we use ROUGE-

1, ROUGE-2, and ROUGE-L [13] as the evaluation metric.

However, it is limited to the evaluation of abstractive sum-

marization, we consider other evaluation metrics including

CIDErBtw [10], which is the similarity evaluation between

sentences, and WEEM4THS [11] which is a metric for eval-

uating abstractive summarization.

4.3 Result

5,000 images in the testing set are analyzed as result;

we first generate the image collection similarity by using

VSE++ with K = 5 to find five similar images. We then

generate the caption for each image collection. Examples

of results are shown in Fig. 3. To evaluate the proposed

method, we compare it with supervised and unsupervised

summarization models and show the improvement in sum-

marization. The results are shown in the Table 1. We

can see that the proposed method perform better than ex-
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Fig. 4: Example of a caption generated by the proposed

method with the same main objects.

isting methods except for ROGUE-1. For the proposed

method, concept generation did not contribute except for

WEEM4TS, the abstractive summarization evaluation that

applies calculating word similarity.

We found from the experiment that the concept general-

ized in Sub-graph concept generation component can keep

the main specific context if it can represent the whole image

collection context shown in Fig. 4.

5. Conclusion and Discussion

We proposed a captioning method to describe the con-

tent of an image collection as a text caption. Inspired by

text summarization in generating the summary, the pro-

posed method shows improvement in the abstractive of the

summarized image collection caption by finding the related

words using graph theory and word communities. We fur-

ther showed improvement in the caption generation based on

summarization metric evaluation by CIDErBtw focusing on

the similarity between sentences and WEEM4TS focusing

on evaluating abstractive summary.

In the future, we will compare the proposed method with

other summarization models, both the supervised model

such as T5 [21] and the unsupervised model, for example,

SUPERT [20]. We also notice that the proposed method is

limited in fair comparison with other state-of-the-art text

summarizations. We hence consider evaluating our methods

by humans in the future. Moreover, establishing an eval-

uation method for the task is also needed. By reviewing

abstractive summarization and evaluation methods, extend-

ing evaluation vocabulary in the evaluation process may be

a suitable evaluation process such as BERTScore [23] and

ROUGE-G [26].
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