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Abstract

Image captioning is a popular task in vision and language,

which aims to generate proper textual descriptions of im-

ages. Recently, some works use objects to ease image and

text alignment for learning better cross-modal representa-

tion, resulting in good performance in this task. In this

paper, we consider relation is also important for learning

semantics, here we use relations between objects to explore

if relations as a prior can also improve performance. First,

we consider the annotated relations between objects, and

use them as tags in an image captioning model for aligning

the image and text. Moreover, we also aim at integrating

relationships between text to image features. For this, we

focus on the masking strategy and change the strategy from

random masking to relation masking to further study the

training strategy for enhancing semantic alignment of object

relations. In the experiments, we found that considering ob-

ject relations improved the captioning performance in com-

mon metrics. Further, when changing the masking strategy

for focusing on a specific part in caption to be masked when

training, we found that it could lead to capturing more ob-

ject relations of an image, while it destroyed the randomness

when training, the performance decreases and the relations

appear to be not compatible with the image contents.

1. Introduction

With the rapid development of deep learning, many tasks

in multimedia processing have received a lot of attentions

and made remarkable progresses [1], such as object detec-

tion, semantic segmentation, image captioning, and so on.

In the image captioning tasks, some methods introduce the

self-attention mechanism using Transformer [2], which can

capture the long-distance relationship between the text and

the input image leading to good performance. Most exist-

ing methods only use image features and texts to perform
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image captioning, but recently, a Vision and Language Pre-

training (VLP) model called Oscar [3] has appeared. It uses

object tags to learn the semantic alignment between the two

modalities and has shown better performance. However, the

object tags only show the object details, so it ignores the re-

lationships between objects. In previous work [5], we found

that the use of the action part from text as tags also can

be used for semantic alignment. But the action used as tags

consisting of a list into captioning model, it loses the connec-

tion with its corresponding objects, which is the limitation

in learning semantic information.

In this paper, we extend this idea by using relations of

objects as tags as well as their corresponding object loca-

tion information that the previous work [5] does not have

for aligning elements within two modalities. Different from

action tags which comes from texts, here we focus on the im-

age and explore if the object relations in an image can align

the semantics of image and text and catch more relations.

The main contributions of our work can be summarized

as follows: (i) We consider the relation between objects as

anchor points to learn cross-modal representations in the

image captioning task. (ii) We show that the model adding

relations improves performance. (iii) We also explore the

impact of masking strategies while training. The experi-

ments show that by additionally masking an relation in an

caption, although it can lead the model to capture more

relations in the generated captions, due to the losing of ran-

domness, the captioning model will not learn object relation

semantics well.

2. Related work

2.1 Image captioning

With the rapid development of deep learning, various

models have been proposed, such the Transformer model [2]

which used attention mechanism to capture long-distance

dependency in a sequence. It has obtained substantial

enhancement in performance across both vision and lan-

guage tasks. Masked language model has been proposed

in Bidirectional Encoder Representations from Transform-

ers (BERT) [4] architecture, where the idea is to randomly

mask a small number of input tokens and training the model

to predict the masked tokens according to the rest of the to-

kens. The BERT architecture that fuses visual and textual
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Fig. 1 Proposed architecture of the captioning model.

modalities is proposed for image captioning .

2.2 Alignment based captioning

Recently some works, such as Oscar [3], use not only the

image-text pair as input, but in addition, introduce objects

detected from image as an input to the captioning model.

In their work, they introduce the objects as anchor points

when training the model to ease the learning of image-text

alignment. These objects serve as anchors in training, and

make the model capture the representation of channel in-

variant (or modal invariant) information. Benefiting from

that, it allows the model to generate captions with more ob-

jects and have better quality. Following this idea, another

work [5] considering the action of text and using action tags

for semantic alignments for image and text.

In this work, different from previous research by focusing

on action in text, here we focus on the images and using the
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ing have two objects people and bat. In the text part the

verb shows similar semantic and easy for alignment, how-

ever, the semantic alignment for the image part shows limi-

tation because the relation don not have entity and difficult

for alignment in the image part. Due to the objects have its

own region features with the bounding box information, so

we enhance the connections for relations to their object fea-

tures using the bounding box information into relations into

the model, and we create a linking embedding to enhance

the image part semantic alignment.

To do this, we use the bounding boxes of image region fea-

tures [x1, x2, y1, y2, w, h] for producing the 6-dim for each

objects, and each relation has two corresponding objects, we

concatenate them for a relation, in which x1, x2, y1, y2 are

objects regions and the w and h are width and height of

the image. The examples of the creation of vector used for

linking embedding as shown in the Fig. 2. In this example,

‘people-swinging-bat’ is a relation triple pair, and we use

the bounding boxes of people and tennis for concatenation

to create a 12-dim vector, and then produce the location

information for a relation swinging.

We create a new embedding named linking embedding to

enhance the relationship of the relation part to the corre-

sponding image features. Similar to positional embedding,

this linking embedding is added into the model as shown in

Fig. 1.
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Fig. 2 In this example, we show the relation swinging between
the object people and bat. The use of bounding boxes of
objects to create location information for the relation and
by linking embedding to better learn the semantic in both
image and text.

4. Experiments

4.1 Model training

For the captioning model, we choose the recent model

Oscar [3] as our baseline, directly use their pre-trained base

model and fine-tune on it. We focus on the fine-tuning pro-

cess and introduce relations for captioning.

The architecture is shown in Fig. 1, in our experiments,

the input consists of image features of different regions, re-

lations, and a caption. While training, there are 15% of

tokens in the text being chosen for masking. Next, we train

the model to predict the masked tokens. The training and

interface processes are the same with previous work [3].

Here, we use the intersection of PSG dataset [6] and the

MS COCO dataset [7] for image captioning and find the its

impact on semantic alignment. In details, the data we used

Table 1 Performance on part MS COCO [7] validation set
trained with (a) no relation, (b) relation and (c) relation
with linking.

Relation information B4 M C S
None 31.5 26.8 106.4 19.8
Relation 34.3 28.4 115.6 21.1
Relation with Linking 35.3 28.7 118.1 21.6

Table 2 Performance on part MS COCO [7] validation set with
(a) random masking and (b) relation masking strategies.

Masking strategy B4 M C S
Random masking 35.3 28.7 118.1 21.6
Relation masking 25.6 25.6 91.7 18.4

contains training set for 42,000 images and validation set for

1,800 images with the annotated relations.

4.2 Main results

In this section, we explore the performance of the relation

for semantic alignment and how it led the performance im-

provement. We perform the experiments with training the

image captioning model in circumstances with no relation,

relation, and relation with linking. The results are shown in

Table 1. All the cases are evaluated on the common met-

rics for image captioning as BLEU-4 [9], METEOR [10],

CIDEr [11] and SPICE [12].

The experiments shows the performance of introducing

the relation in the Table 1, we can see after adding the rela-

tions, it leads to the performance increases in all captioning

metrics and, further adding bounding box information, the

performance also increases in some extent. All the perfor-

mance are reported on part of the validation set [7], the data

used for both training and validation are less than half of

that in other works, therefore the performance is not as good

as others [5], in this paper we mainly concern the ablation

study with different settings.

4.3 Impact of masking strategy

Using the relations and bounding box information for en-

hancing the semantic alignment, we found the performance

of the model increases. Moreover, to further enhance the

 

Random masking: a dog is laying in the grass with a 

frisbee. 
 

Relation masking: a dog sits in the grass with a frisbee 

in its mouth. 

Random masking: a group of elephants in a grassy area 

with trees. 
 

Relation masking: a herd of elephants walking through 

a field filled with trees. 

Random masking: a baseball player swinging a bat at a 

ball. 
 

Relation masking: a baseball player running to base 

while the ball is coming towards him. 

Fig. 3 The examples of captions for the training strategy with
default random masking, comparing with that without
randomness. The box colors green is the proper captions
for image content, but the red one is not compatible with
semantics in that image.
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alignment between the relation part and the text part, we

change the training strategy, which destroy the randomness

for masking and study the impact of the learning semantics.

Here, we change the training strategy from random mask-

ing to masking the relation part of a text, for further fine-

tuning based on our random training one. The performance

are shown in the Table 2. We can see the all metrics drops

a lot in this masking strategy. Experiments shows that this

training strategy is not compatible with semantic alignment

because of it eliminates the randomness, which is essential

for learning semantics.

On the one hand, the random masking contributing to

good performance, while losing the randomness lead to lim-

itation when learning semantic. We found that introduc-

ing training strategy without randomness, the performance

drops a lot and then we further analyze why it is dropped a

lot. Here we show some generated caption examples without

random masking strategy. For example, in the image with a

dog, the captions with random masking strategy is correct

for describe the content, while after destroy the randomness

when training, the captions appears to over reasoning, which

is shows the frisbee in mouth but actually is not, the dog is

only open the mouth.

The caption examples are shown in the Fig. 3, it shows

that part of some generated captions changed to catch more

relations that seems good for semantic alignment of relation,

but we also found lots of the captions like above are not cor-

rect to describe the image content, which is the reason all

the metrics dropped a lot.

5. Conclusion

We proposed an method for introducing relations of ob-

jects to align the image and text. Our contributions are

as follows: 1) We use relations between objects for aligning

the semantic information for image and text and find how

it contributing to semantic alignment. 2) For the current

experiments, we found that using the relation for alignment

it can make better performance than the one not used it. 3)

We also try to use different strategy for training, experimen-

tal results showed that when changing the random masking

strategy, the performance dropped a lot and the randomness

of training strategy is significant for learning semantics.
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